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Abstract--This paper proposes a systematic approach to coor-

dinately design probabilistically-robust wide-area power system 

stabilizers (WPSSs) for suppressing inter-area oscillations of 

power systems incorporating wind power. Specifically, the oper-

ating point of the system varies stochastically due to wind power 

integration and each operating point corresponds to a wind power 

generation scenario in the steady state. Thus, the WPSSs tuned by 

solving a delicately formulated optimization problem can max-

imize the occurrence probability of scenarios where the inter-area 

modes possess the acceptable damping ratios, and strictly con-

strain their unfavorable impacts. Multiple contingencies are also 

directly considered. In addition, several advanced techniques are 

tactfully employed for accurate and efficient evaluation of occur-

rence probability (objective function) during the optimization so 

as to ensure the proposed tuning method can deal with the highly 

nonlinear relationships between the system eigenvalues and the 

steady-state power outputs of wind farms; a customized differen-

tial evolution algorithm is proposed as well to efficiently solve the 

formulated optimization problem. Simulations and comparisons 

conducted on two classic test systems with proper modifications 

show the effectiveness and efficiency of the proposed control de-

sign method. 

 
Index Terms—Damping control, probability, inter-area oscil-

lation, wide-area power system stabilizer, wind power. 

I. INTRODUCTION 

IND power penetration has continuously increased in 

many power systems, leading to more stochastic dy-

namics of inter-area power oscillations [1]. It has been well 

recognized that controllers designed by the conventional de-

terministic methods may perform unsatisfactorily in suppress-

ing the inter-area oscillations in the stochastic environment [2]; 

new design methodologies directly taking into account the 

randomness of the wind power are desired. 

Proposals of driving doubly fed induction generator (DFIG) 

based wind turbines (WTs) to assist damping of electrome-

chanical oscillations of power systems have emerged in an in-

creasing number of academic studies [3]-[14]. Generally, the 

DFIG takes part in the damping control by supplementary 

modulation of its (active and/or reactive) power output. Various 

control design techniques have been employed to verify the 

significant capability of the DFIG in improving damping of 

modes of interest, such as the heuristic tuning [4], the phase 

compensation technique [5], the frequency response method 
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[6], [7], the optimal control [8], the closed-loop eigenvalue 

placement based optimization [9], [10] and others [11]-[14]. 

Driving variable-speed wind generators to contribute to fre-

quency regulation and oscillation damping has been success-

fully simulated in a real power system in [15], which is a 

meaningful step towards applications of such studies in practice. 

Moreover, flexible AC transmission system (FACTS) devices 

which have same fast response characteristics as variable-speed 

wind generators can cooperate with them to improve the system 

dynamics, e.g. subsynchronous resonance (SSR) issue [16]. 

Literature [17] has developed a hierarchical scheme to coor-

dinate FACTS devices and wind generators for short-term 

frequency regulation and inter-area oscillation damping. 

Moreover, specific issues such as the impacts of WTs’ layout in 

wind farm (WF) on the control performance and the disaggre-

gation of the controller synthesized based upon a single ag-

gregated WT to multiple actual WTs are also investigated [18], 

[19]. However, these researchers have generally ignored the 

strong stochasticity caused by wind power integration. Indeed, 

the operating point of a power system incorporating consider-

able wind power randomly varies over a large range and the 

probability distributions of critical modes in the complex plane 

are necessarily employed to evaluate the small-signal stability 

of the system [20].  

So far, a limited number of studies have proposed designs of 

damping controllers with direct consideration of the stochastic 

nature of wind power [21]-[24]. In order to gain the robustness 

with respect to variation of wind power generation (WPG), the 

damping controllers in [22] are tuned in multiple operating 

points created by simultaneously and uniformly increasing the 

steady-state power outputs of synchronous units. Furthermore, 

the more appropriate manner to address the randomness of 

wind power output is proposed in [23] where the probability 

distributions of the modes of interest are computed according to 

the probability density functions (PDFs) of the WPG, to eval-

uate the objective function during the process of optimizing 

damping controllers’ parameters. Specifically, the relationships 

between each eigenvalue and the power outputs of all WFs are 

assumed to be linear for efficient probability calculations. 

Nevertheless, such a relationship in reality greatly depends on 

the dispatching strategy of the synchronous units to compensate 

the steady state generation-load imbalance caused by the WPG; 

it can be highly nonlinear. Thus, the approximated probability 

calculation may be inaccurate. Indeed, this issue is particularly 

emphasized in [24] so that the full nonlinear relationship is 

utilized to accurately derive the open-loop eigenvalues’ prob-

ability distributions (by the probabilistic collocation method) 

used for the selection of a nominal operating point to synthesize 
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the controllers. Although favorable control effects are observed, 

there is still much space to improve the overall damping of the 

system since the control design based on a selected (nominal) 

operating point cannot fully take into account the system’s 

dynamic characteristics over the vast operating conditions. 

In this paper, a novel systematic approach is proposed for 

coordinated tuning of conventionally-structured wide-area 

power system stabilizers (WPSSs) with probabilistic robust-

ness to damp the inter-area oscillations of power systems in-

corporating wind power. Normally, the operating point of the 

system is stochastic due to the wind power, and each WPG 

scenario determines an operating point. Hence, probabilistic 

robustness here means that the WPSSs with optimal parameters 

obtained via solving a delicately proposed optimization prob-

lem can maximize the occurrence probability of the scenarios in 

which the closed-loop system has required damping ratios for 

all the inter-area modes, and also strictly constrain their adverse 

impacts over all the scenarios. Furthermore, such robustness 

requirement is not only for the system which is in the normal 

condition, but also meaningfully for the post-contingency sys-

tem which is normally quite vulnerable. Specifically, the oc-

currence probability is approximated during the optimization 

by employing the advanced scenario generation and model 

reduction techniques so that the calculation can be quite effi-

cient and accurate even when the relationships between the 

system eigenvalues and the steady-state power outputs of WFs 

are highly nonlinear. Moreover, together with a proposed cus-

tomized differential evolution (DE) algorithm to solve the op-

timization, the proposed tuning method has quite a favorable 

computational efficiency to obtain the optimal WPSSs which 

can perform as expected to damp the inter-area oscillations. 

The remainder of this paper is organized as follows. Section 

II introduces WPSSs to damp inter-area oscillations of power 

systems with uncertain WPG. Section III formulates the opti-

mization for tuning the WPSSs’ parameters. Section IV intro-

duces the relevant techniques to lower the computational in-

tensity of the probability calculations during the optimization. 

Section V presents the customized DE. Simulation results and 

analysis are shown in Section VI. Section VII concludes the 

paper.  

II. EMPLOYMENT OF WPSSS TO SUPPRESS INTER-AREA 

OSCILLATIONS IN POWER SYSTEMS WITH WIND POWER 

Suppose there are Nw WFs connected to a power system. The 

steady-state active power outputs (pw1, pw2, ···, p
wNw

) of the 

WFs are stochastic because of the uncertain wind speed. Spe-

cifically, a WPG scenario represents a case of concurrent power 

outputs of the WFs in the steady state. For example, the ith 

scenario S(i) is in the following form: 
( )

w

( ) ( ) ( )
w1 w2 wN

S = p ,p ,..., p
i i i i 

 
                         (1) 

Hence, a set of WPG scenarios (S(1), S(2),···, S(Nt)) are generally 

used to exactly characterize the joint probability distribution of 

the WFs’ power outputs (Nt is the number of scenarios). 

It is noted that the WFs and traditional synchronous gener-

ators together supply the system’s loads. Thus, in order to keep 

the overall generation-load balance of the system in the steady 

state, several traditional (thermal or hydro) units dispatch to 

compensate the power imbalance caused by uncertainties in 

supply of wind power. Generally, which synchronous units are 

selected to compensate the power imbalance and how much 

each of them can compensate depends upon the system dis-

patching strategy. Thus, in the context of the dispatching 

strategy, each WPG scenario determines a solution of the load 

flow and ultimately an operating point of the system. In other 

words, the dispatching strategy decides the relationships be-

tween eigenvalues of the system and the steady-state power 

outputs of the WFs. Indeed, due to the complexity of the dis-

patching strategy, the relationships can be highly nonlinear 

(this is the case later in Section VI-B). Furthermore, it is easy to 

understand the stochastic impacts of wind power on the elec-

tromechanical modes which are closely associated with the 

power outputs of the synchronous generators. Thus, the poorly 

damped inter-area modes in which many synchronous units of 

the system participate are specially addressed in this paper and 

the stochasticity induced by integration of wind power is fully 

considered in the design of WPSSs to effectively damp them.  

The above discussion concerns the WPSSs design which 

does not consider any component loss of the power system (in 

other words, it is termed that the power system is in the normal 

condition). Indeed, the inter-area oscillations problem usually 

becomes more serious when the power system loses some of its 

components, e.g. generator/line outages (the power system is in 

the emergent conditions). Therefore, the design of WPSSs in 

this paper also takes into account these emergent conditions. It 

should be noted that the control design here is just based on the 

linearization around the steady-state operating point of the 

emergent (normal) condition. Moreover, only “N-1” contin-

gencies are considered in this study. In particular, each WPSS 

which is deployed in the decentralized manner employs the 

conventional phase lead-lag structure (Fig. 1) and its parame-

ters (gain K and time constants T) can be adjusted to fulfill the 

required control objectives. Additionally, it is assumed that the 

dedicated communication channel is utilized to deliver remote 

signals to the WPSSs for enhancement of effectiveness in 

damping the inter-area modes; the time-delays (with the ex-

ponential forms in the Laplace domain) associated with the 

signal transmission is rationalized and approximated by a 

second-order Pade formula. Consequently, according to the 

procedure given in Appendix, the state matrix of the 

closed-loop system can be synthesized as follows [25]: 

( )

( ) ( ) ( ) ( ) ( )

( )

( )

, , , , ,

o o c τ o o c τ o c

, ,

τ o τ

,

c τ o c τ c

A B D D C   B D C    B C

A         B C                       A              

      B D C                    B C           A

i m i m i m i m i m

i m i m

i m

 +
 
 =
 
 
 

0   (2) 

Here, A, B, C and D represent the state matrix, the input matrix, 

the output matrix and the feedforward matrix, respectively; 

subscripts o, τ and c indicate that the relevant matrices are de-

rived from the linearized open-loop power system model, the 

approximated time-delay, and the WPSSs, respectively; su-

perscript ‘(i, m)’ means that the matrix is calculated based on 

linearization around the operating point determined by the ith 

WPG scenario and the mth emergent condition (m=0 denotes 
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the normal condition). Thus, to compute the eigenvalues of A(i, 

m) over all the WPG scenarios in the mth emergent condition by 

using Monte-Carlo Simulation (MCS), probability distributions 

of eigenvalues in the complex plane can be obtained for eval-

uation of the WPSSs’ performance in this emergent condition 

with the stochastic WPG. In other words, tuning the WPSSs 

should be towards the objectives defined, based on the proba-

bility distributions of the eigenvalues. This will be presented in 

detail in the following section. 
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Fig. 1.  Structure of WPSS (subscript j denotes the jth WPSS) 

III. FORMULATION OF AN NOVEL OPTIMIZATION PROBLEM TO 

TUNE WPSSS 

Based on the aforementioned notion that probability distri-

butions of eigenvalues in the complex plane can be employed to 

evaluate the WPSSs’ performance, a novel optimization prob-

lem formulated to adjust the WPSSs’ parameters so as to ac-

quire reasonable damping control effects in the stochastic en-

vironment is proposed in this section. Therefore, the objective 

of tuning the WPSSs is firstly addressed; then, the constraints 

imposed on the tuning process are introduced. Accordingly, the 

optimization problem which is a mathematical form to repre-

sent the objective and constraints is subsequently constructed to 

search the optimal parameters of the WPSSs. 

A. Objective of Adjusting WPSSs’ Parameters 

In the normal condition or any emergent condition, the op-

erating point of the system varies over quite a large range due to 

the uncertainty of wind power. Moreover, several constraints 

(addressed later) are imposed on the tuning process of the 

WPSSs. Therefore, it may be impossible for the WPSSs to 

enhance the damping ratios of all the inter-area modes to the 

required levels in all the WPG scenarios. Under such circum-

stance, the index to indicate the performance of the WPSSs is 

formed as follows: 

( )( ) ( )
a a

( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 2 2 N N

,  ,..., m m

m m m m m m mProb Pr      =    (3) 

where Na
(m) is the number of the targeted inter-area modes that 

are poorly damped in the mth emergent condition, and they are 

successively numbered from 1 to Na
(m); Pr(·) is the operator for 

calculating the occurrence probability of the (joint) incident 

within the parentheses; ξ is the damping ratio defined as 

2 2   = − +                             (4) 

with α and ω denoting the real and imaginary parts of the ei-

genvalue, respectively; ξ̅1

(m)
, ξ̅2

(m)
, ···, ξ̅

Na
(m)

(m)
 are the specified 

positive numbers representing the acceptable damping ratios of 

the inter-area modes. Apparently, the index Prob(m) measures 

the occurrence probability of the joint incident that all in-

ter-area modes in the mth emergent condition have acceptable 

damping ratios simultaneously. Specifically, use of the joint 

incident to build the index is innovative yet actually feasible 

because in any WPG scenario the WPSSs is regarded to have 

the required performance only when the inter-area modes 

concurrently have the required damping ratios. 

According to the above discussion, it is easy to infer that the 

finely tuned WPSSs should be able to increase the index Prob(m) 

in the normal condition and all emergent conditions as much as 

possible. So, this is also the general guidance to build the ob-

jective function in the later subsection. 

B. Constraints on Tuning Process of WPSSs 

Although the proposed control design aims to augment the 

proportion of the scenarios in which all inter-area modes sim-

ultaneously have acceptable damping ratios, the damping con-

trollers should not alter their frequencies too much in any pos-

sible scenario because large frequency excursions implying 

great changes in synchronizing torques of the synchronous 

generators can unfavorably influence the transient stability of 

the system [25]. Specifically, the index named frequency drift 

ratio to gauge the impacts of the WPSSs on the frequency of an 

eigenvalue is defined in this study, as follows: 

o o%    = −                            (5) 

where ωo stands for the frequency of the eigenvalue in the 

open-loop state. 

Besides the constraints on the frequency drift ratios of the 

targeted inter-area modes, it is in general required that the 

WPSSs cause strictly limited adverse impacts on the other ei-

genvalues in terms of their damping ratios and frequency drift 

ratios in any WPG scenario. Therefore, the next subsection will 

mathematically translate these constraints into the optimization 

problem. 

C. Optimization Problem to Tune WPSS 

The previous two subsections have addressed the objective 

and constraints for tuning of the parameters of the WPSS to 

achieve feasible control effects. Hence, in this subsection they 

are converted to the mathematical forms— the optimization 

problem whose solution represents the optimal parameters of 

the WPSSs, as follows: 

conN
( ) ( )

0

max  m m

m

W Prob
=


X

                                             (6) 

s.t.     ( )( ) ( )% WC 1m m
j jPr   =   

( )
a1,2,..., N mj =               

con0,1,2,..., Nm =          (7) 

( )( ) ( )% WC 1m m
s sPr   =

    
for all ( )

ω
ms             (8) 

( )( ) ( ) 1m m
t tPr   =

               
for all ( )

α
mt             (9) 

min max X XX                                                (10) 

where symbol |∆ωj

(m)
|% denotes the frequency drift ratio of the 

jth (inter-area) mode in the mth emergent condition (according 

to (5)), and WCj
(m)

 is the specified allowable frequency drift 

ratio of this mode; similar explanations can be easily inferred 

for symbols in (8) for the modes whose indexes are in the col-

lection Ωω
(m); the collection Ωα

(m)(Ωω
(m)) contains the indexes of 

the modes (except for the targeted inter-area modes) whose 
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damping ratios (frequencies) can be greatly altered by the 

controllers in the mth emergent condition; Pr(·)=1 indicates 

that the incident within the parentheses happens in all WPG 

scenarios; Ncon is the number of the emergent conditions; W(m) 

is the weight to indicate relative priority of optimizing the 

WPSSs’ performance in the mth emergent condition; and X is 

the vector consisting of the adjustable parameters of the WPSSs 

(time constants T and gains K in Fig. 1). 

There are several design parameters in the optimization such 

as the weights in the objective function (W(0), W(1), W(2), ···, 

W(Ncon)) and the acceptable damping ratios of the inter-area 

modes (ξ̅1

(m)
, ξ̅2

(m)
, ···, ξ̅

Na
(m)

(m)
). It is obvious that different selection 

of these parameters results in different control effects. Heuris-

tically speaking, relatively larger W(m) will give more priority to 

enhance the WPSSs’ performance in the mth emergent condi-

tion. Thus, it is suggested that W(0) (corresponding to the nor-

mal condition) could be much larger than the rest of the weights 

because power systems have much more time to operate in the 

normal condition than the emergent conditions. Furthermore, 

the damping ratio (ξ) represents the decay rate of the oscillation 

amplitude: it costs about 1/(2πξ) of the oscillation period to 

decay to 37% of its initial value [26]. Therefore, the acceptable 

damping ratios can be selected according to the periods of the 

oscillations so that the oscillations can be damped within a de-

sirable time. The residue analysis can be employed to initially 

identify the eigenvalues in Ωα
(m)  and Ωω

(m) . Moreover, if any 

eigenvalue remains uncollected by the sets and is seriously 

deteriorated after the optimization, it is added to the sets for a 

new round of optimization. Thus, ξ̅t
(m)

 and WCs
(m)

 are set ac-

cording to the open-loop values of the eigenvalues contained by 

the sets. 

The optimal parameters of the WPSSs can be obtained by 

solving the above optimization problem. However, evaluation 

of the objective function poses a great challenge to the search 

process. It has been specially pointed out in Section II that 

damping ratios of the eigenvalues are the highly nonlinear 

functions of the WFs’ steady-state power outputs. So, the ter-

ribly low accuracy may be totally intolerable if the linear 

functions are used to approximate their relationships in order to 

perform the fast probability calculations, just as various cu-

mulant-based methods do. When the MCS is conducted over 

the set of the Nt WPG scenarios (Section II), Prob(m) can be 

accurately calculated as follows: 
( ) ( )

ok tN Nm mProb =                               (11) 

where Nok

(m)
 is the number of scenarios (among the Nt scenarios) 

in which the joint incident happens in the mth emergent condi-

tion. Nevertheless, it is helpless in solving the problem if Nt is 

quite large because repeated calculations (11) based on the 

MCS with such a large number of scenarios in the normal and 

all emergent conditions during the search process are prohibi-

tively expensive in terms of computational time and resources. 

So, this paper proposes to employ some advanced techniques to 

remarkably reduce the computational intensity of the objective 

function but with little deterioration of its accuracy, and the 

detailed implementing procedure is given in the next section. 

IV. REDUCTION OF COMPUTATIONAL INTENSITY OF 

OBJECTIVE FUNCTION 

A. Generation of Scenarios by Latin Hypercube Sampling 

According to the above analysis, a highly efficient sampling 

technique which can accurately characterize the joint proba-

bility distribution of the WPG by producing a small number of 

scenarios is needed [24], [27]. Therefore, this paper adopts the 

Latin Hypercube Sampling (LHS) which is readily imple-

mentable to generate the scenario set for the probability cal-

culations. The procedure to obtain the scenarios is summarized 

as follows: 

1) The marginal cumulative distribution function (CDF) of 

each WF’s power output can be derived by converting the wind 

speed’s CDF through the WF’s power conversion curve, or by 

cumulating the WF’s actual power output series recorded over a 

long term. Then, according to the number of the WFs and the 

coverage capability of the LHS [27], the number of samplings 

(Nt) is determined. A number series [1/Nt, 2/Nt, …, Nt/Nt] is 

generated, and each element of this series denotes a cumulative 

probability value. Thus, with the marginal CDF of a WF, each 

cumulative probability value can produce a corresponding 

value representing power output of the WF according to the 

mapping operation shown in Fig. 2 (the horizontal and vertical 

dash lines). All Nt values (p
w
(1), p

w
(2), …, p

w
(Nt)) derived from the 

mapping operation compose the power output samplings of the 

WF. Apparently, such LHS procedure is also applicable for the 

other WFs to generate their power output samplings. 
 

1/Nt

2/Nt

3/Nt

Nt/Nt

(1)
wp (3)

wp t(N )
wp WPG

Probability

Marginal CDF

 
Fig. 2.  Rationale demonstration of LHS 

2) The coefficients of mutual correlations among all WFs’ 

power output samplings series derived in Step 1) are either 1 or 

-1. So, the Cholesky decomposition based permutation is em-

ployed to rearrange the positions of the elements in these series 

in order to make the correlation coefficients equal to the real 

values among the WFs in practice. After the permutation, the 

WPG scenario set (with well limited number of scenarios) is 

obtained. Details of the Cholesky decomposition based per-

mutation can be found in [27]. 

B. Model Reduction 

In general, the dimension of the original open-loop power 

system model is quite high. Thus, although the number of WPG 

scenarios has been remarkably limited, calculating eigenvalues 
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of the highly dimensional closed-loop state matrix A(i,m) for all 

scenarios in the normal and emergent condition is still time 

consuming. Because the optimization process has to repeat 

such calculations many times, it is necessary to reduce the di-

mension of the open-loop power system model (dimension of 

A(i,m) decreases correspondingly). Hence, given the original 

linearized model (denoted by (Ao
(𝑖,𝑚)

,Bo
(𝑖,𝑚)

, Co
(𝑖,𝑚)

)) of the 

open-loop power system in the ith WPG scenario and the mth 

emergent condition, a reduced system (described by (Ar
(𝑖,𝑚)

, 

Br
(𝑖,𝑚)

, Cr
(𝑖,𝑚)

)) with a much lower dimension can be acquired 

by using the model reduction technique. All original full 

open-loop system models will undergo such reduction for the 

control design. Consequently, as Ar
(𝑖,𝑚)

, Br
(𝑖,𝑚)

, and Cr
(𝑖,𝑚)

 are 

used to replace Ao
(𝑖,𝑚)

, Bo
(𝑖,𝑚)

, and Co
(𝑖,𝑚)

 in (2) for eigenvalues 

calculation, evaluation of the objective function by (11) can 

considerably reduce computational time.  

Apparently, the linearization and subsequent reduction of the 

open-loop power system models in the normal and emergent 

condition over all the WPG scenarios have to consume 

non-ignorable time. However, thanks to the limited number of 

scenarios and the existing efficient model reduction methods 

suitable for large-scale power systems [28], this time cost is 

generally viable for the control design. Most important of all, 

preprocessing the open-loop models enables the subsequent 

tuning of the WPSSs’ parameters; these time-consuming ma-

nipulations are excluded in the iterative search process. 

According to (11), it is noted that the objective function is 

discretely evaluated, implying that the gradient-based optimi-

zation algorithms are ineffective to solve (6)-(10). Thus, a 

customized DE algorithm is proposed and introduced in the 

next section to deal with the optimization problem. 

V. CUSTOMIZED DE ALGORITHM TO SOLVE FORMULATED 

OPTIMIZATION PROBLEM 

Depending on the characteristics of the optimization problem 

to be solved, a customized DE algorithm which is induced from 

the standard DE algorithm is proposed in this section. Firstly, 

before proceeding to the proposed customization, the brief 

procedure of the standard DE to solve the problem is introduced. 

Then, the low computational efficiency of the standard DE to 

deal with this problem is analyzed, and accordingly the char-

acteristics of the problem are explored to customize the DE so 

that its efficiency can be enhanced. Finally, the customized DE 

is introduced in detail. 

A. Standard DE to Solve the Optimization Problem 

The standard DE procedure to solve the problem is described 

in brief as follows [29]: 

1) Initialization: Define a population (parents) with Np indi-

viduals and each individual denotes a candidate of the WPSSs’ 

parameters vector (Xk, k=1, 2,…, Np); initialize Xk randomly 

within the boundaries of the parameters. A scalar fitness func-

tion F(·) is defined according to the objective and constraint 

functions to indicate the qualities of the candidates (the defini-

tion is trivial and not displayed here for brevity). Specifically, 

the smaller is the fitness function, better the candidate is.  

2) Evaluation of parents: Calculate F(Xk) (k=1, 2,…, Np). 

3) Identify the best candidate Xbest. 

4) Mutation and crossover: A new population (children) with 

Np individuals (Yk, k=1, 2,…, Np) is generated by mutation and 

crossover. Specifically, the DE/current-to-best/1 strategy is 

used for the mutation while the two-point crossover is em-

ployed [29]. 

5) Evaluation of children: Calculate F(Yk) (k=1, 2,…, Np) 

6) Comparison and selection:  

( ) ( )

( ) ( )

   

    

k k k

k

k k k

F F

F F

 
= 



X X Y
X

Y X Y
   

k=1, 2,…, Np   (12) 

7) Termination check: If the termination condition is met or 

the iteration number reaches the maximum, stop calculation 

and treat output Xbest as the result; otherwise, go to 3).  

B. Efficiency of Standard DE and Incentives to Improve It 

Generally, Np should be large enough to ensure the global 

search capability of the standard DE. In each generation of the 

standard DE, exact evaluation of the fitness function requiring 

calculation of eigenvalues of A(i, m) over all the scenarios and 

the normal/emergent conditions should be repeatedly con-

ducted, Np times. It is readily understood that the computational 

time in such case will be unsatisfactory even for a small-size 

power system. 

It is quite clear that the most computational burden of the 

search algorithm is the repeated eigenvalue calculations. 

Moreover, it is observed that exactly calculating all eigenvalues 

to evaluate the fitness functions in each generation is just for 

ordering the individuals and finally selecting the best one. In 

general, the ordering and selecting operations are unnecessary 

to exactly evaluate all candidates. For example, the classic “N-1” 

security scanning uses a fast preprocessor to filter out most 

contingencies and reserves only a small number of “potentially 

dangerous” contingencies for the subsequent exact but 

time-consuming evaluations. Thus, such idea is employed in 

this paper. Like the fast (linear) DC load flow is used to con-

struct the preprocessor in the “N-1” security scanning, a fast 

estimation method of eigenvalues is proposed to efficiently 

identify a small number of individuals which would be quite 

possibly the best one in the generation.  

With any parameters vector X, the linear prediction of a 

closed-loop eigenvalue in the ith scenario and the mth emergent 

condition can be obtained as follows: 

( ) ( ) ( )( )( ),, ,

0 0
0

i mi m i m
  = +   −X X X              (13) 

where X0 is the constant parameters vector; λ0
(𝑖,𝑚)

 is the value of 

this eigenvalue as X0 is used as the WPSSs’ parameters; and 

𝜕𝜆(𝑖,𝑚) 𝜕𝑿|⁄
0
 is the corresponding sensitivity vector evaluated 

at X0. Here, X0 can be obtained by using the traditional 

phase-compensation technique to increase the damping of the 

targeted inter-area modes when the system is in the nominal 

operating condition. If sensitivity vectors of all eigenvalues are 

calculated and stored in advance of the optimization, the time 

cost to derive the linear predictions of these eigenvalues is 

almost negligible compared to that required to calculate the 

exact values. Actually, such linear prediction of eigenvalues 
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has been widely used in the extant literatures [1], [20].  

C. Customized DE to Solve the Optimization Problem 

The proposed customized DE has almost the same procedure 

as that of the standard DE but with the following specific 

changes: 

C1) Evaluation of parents: The linear predictions of the ei-

genvalues in all scenarios are computed according to (13) with 

Xk (k=1, 2,…, Np) and the stored sensitivity vectors. Then, an 

estimation of F(Xk) denoted by �̅�(𝑿𝑘) is calculated by simply 

evaluating the fitness function with predictions of the eigen-

values, and Xk is ranked in accordance to the ascending order of 

�̅�(𝑿𝑘). Thereafter, F(Xk) is computed for the first Ne(Ne<<Np) 

of the ordered Xk. 

C2) Xbest is identified just among the candidates whose F(Xk) 

have been evaluated, rather than all Xk. 

C3) Evaluation of children: Analogously to C1, �̅�(𝒀𝑘) are 

calculated for all children (𝒀𝑘) while F(Yk) are evaluated just 

for the first Ne superior children indicated by �̅�(𝒀𝑘). 

C4) Comparison and selection: When Xk and Yk are com-

pared, Xk will survive in the next generation if any one of the 

following conditions is satisfied: (i) both F(Xk) and F(Yk) are 

evaluated and F(Xk)≤F(Yk); (ii) only F(Xk) is evaluated; (iii) 

neither F(Xk) nor F(Yk) is evaluated and �̅�(𝑿𝑘)≤�̅�(𝒀𝑘). Oth-

erwise, Yk will replace the position of Xk in the population 

(parents) of the next generation. 

The customized DE exactly assesses only a small part (Ne) of 

the candidates in each generation; its computational efficiency 

is much higher than that of the standard DE. As done by the 

standard DE, the customized DE applies the same mutation and 

crossover over the Np candidates for adequately exploring the 

search space. Notably, the exactly evaluated candidates in the 

customized DE are quite possibly the most superior ones in the 

population according to the ranking of the estimated fitness 

functions. Hence, although only a part of candidates are exactly 

evaluated for the competition and evolution, the customized DE 

will not miss the ‘fine genes’ derived from the genetic opera-

tions and will collect them from generation to generation as 

they are normally carried by the superior candidates. So, the 

exploitation and exploration capabilities of the customized DE 

ensure that its search quality is not significantly sacrificed with 

respect to the standard DE.  

VI. SIMULATION TEST AND ANALYSIS 

In this section, two classic test systems (the four-machine 

two-area system and the New York and New England inter-

connected system) are modified and simulated to validate the 

proposed WPSS design. The two systems have different char-

acteristics in terms of the size and components so as to suffi-

ciently examine the generalized effectiveness of the proposed 

control design under different test environments. All simula-

tions conducted in this section are with the open-source Matlab 

based software package — PSAT (Power System Analysis 

Toolbox) [30]. The computing platform is a desktop with Intel 

Dual-Core i5-2320 CPU of 3.00 GHz and 4.00GB RAM. 

A. Two-Area System 

1) System Description and Settings for Control Design 

The first modification to the two-area system is a WF at-

tached to Bus-6 (Fig. 3). All WTs in the WF are aggregated to a 

DFIG-based WT, and the installed capacity of the WF is 1200 

MW. Specifically, the active load of Bus-6 is additionally in-

creased by 600 MW. Thus, the peak penetration level of wind 

power in this system is up to 35%. Furthermore, another sig-

nificant change to the original two-area system is a HVDC line 

which connects Bus-7 and -9. The control system of the HVDC 

line based on line-commuted converters is to ensure constant 

power transmission (300 MW) carried by the line. Particularly, 

in order to compensate reactive power consumed by the HVDC 

line, two additional shunt capacitors are installed at Bus-7 and 

-9 to provide the reactive power of 225 Mvar and 100 Mvar, 

respectively, in the nominal voltage level. Appendix gives the 

parameters of the DFIG and the HVDC line, and the data of the 

original two-area system can be found in [26]. 
 

G1

G2 G4

G3

C7
C9

L7 L9

1 5 6 7 9 10 11 3

42

Area 1

Area 2
8

WF

WPSS1 WPSS2

300 MW

12

 
Fig. 3.  Modified two-area system with a WF and a HVDC line 

 

Weibull distribution with the shape parameter 1.6 and the 

scale parameter 15 is assumed for wind speed in this test. So, by 

using simple random sampling (SRS) technique, a number of 

wind speed data (Nt=10000) is generated to mimic the actual 

wind speed variation; then, a WPG scenario set with 10000 

scenarios is obtained by converting the wind speed to the WPG, 

as follows: 

( )2 3 opt
w air w p w0.5 Rp V C V =                   (14) 

where R is the radius of the WT blade; ρair is the air density; Vw 

is the wind speed; and Cp
opt(∙) denotes the optimal power con-

version curve of the WT with respect to the wind speed. The 

parameters of the WT refer to those in [31]. In the scheduled 

steady state, the WF’s power output is assumed to be the ex-

pected value (EV) which can be calculated from the WPG 

scenarios. Here, the EV of the WPG is 612 MW. If the real 

WPG (pw) in the steady state deviates from the EV (p̅
w

), it is 

proposed that their difference (pw−p̅
w

) is equally accommo-

dated by the synchronous generators in order to keep balance 

between the power generation and consumption, i.e., the real 

steady-state power output of each synchronous generator will 

be its scheduled value minus 0.25(pw−p̅
w

). 

Eigen-analysis with the above dispatching strategy shows 

that a poorly damped inter-area mode consistently exists over 

all the WPG scenarios; it is obviously observed in the elec-

tromechanical power oscillation between Area 1 and 2 (G1, G2 

vs. G3, G4). Moreover, each area has a well damped local mode 

which dominates the relative motion between the synchronous 

generators in the area. Besides the normal system condition 

(configuration) shown in Fig. 3, five more emergent conditions 
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are also considered for this system (Table I). Here, the first four 

conditions are directly included during the control design while 

the last two are just for the control effect validation. It should be 

pointed out that the average WPG imbalance to be accommo-

dated by each synchronous unit is (pw−p̅
w

)/3 with the contin-

gencies 1 and 2. Analogous damping situations associated with 

the inter-area and local modes as those in the normal condition 

are found in these emergent conditions. Thus, WPSSs are em-

ployed to improve the inter-area mode’s distribution in the 

complex plane in the normal/emergent conditions. 

In this paper, the bus frequency which is the derivative of bus 

voltage phase angle is used as feedback signals for the WPSSs. 

While different buses’ frequencies are attempted as the feed-

back signals and different synchronous generators are tried as 

the WPSS installation site, residue analysis over a large number 

of WPG scenarios along with consideration of the emergent 

conditions indicates that G1 and G3 are the appropriate sites to 

install WPSSs and the frequency of Bus-9 is the most effective 

feedback signal. The time-delays of the two communication 

channels are commonly assumed to be 80 ms. The acceptable 

damping ratios in the normal/emergent conditions (ξ̅1

(0)
, ξ̅1

(1)
, ξ̅1

(2)
, 

ξ̅1

(3)
, ξ̅1

(4)
 and ξ̅1

(5)
) are set to be 0.1, 0.08, 0.08, 0.1, 0.08 and 0.08 

respectively; and the allowable frequency drift ratios (WC1
(0)

, 

WC1
(1)

, WC1
(2)

, WC1
(3)

, WC1
(4)

 and WC1
(5)

) are uniformly se-

lected to be 0.15. For the control design, the LHS generates 200 

WPG scenarios (Nt=200) which have the marginal CDF of the 

WF’s power output very close to that in the actual WPG sce-

narios (Nt=10000). Then, the Schur balanced truncation method 

is employed to conduct the model reductions over all the re-

duced WPG scenarios in the normal/emergent conditions. For 

the sake of implementation simplicity, the orders of all reduced 

models are uniformly chosen to be 12. The weights (W(0), W(1), 

W(2) and W(3)) are set to be 1.0, 0.5, 0.5 and 0.5, respectively. 

The optimization parameters Np and Ne are set to be 60 and 5, 

respectively. 

 
TABLE I 

INDEX prob(m)
 IN NORMAL/EMERGENT CONDITIONS OF TWO-AREA SYSTEM  

No. Contingency Exact Appr. Robust 

0 Nominal 0.9142 0.9250 0.8503 

1 G1 outage 0.6633 0.6950 0.4428 

2 G3 outage 0.5965 0.6200 0.4057 

3 HVDC line outage 0.8801 0.8650 0.7996 

4 G2 outage 0.7479 0.7450 0.5312 

5 G4 outage 0.7531 0.7750 0.6485 

 

2) Search Efficiency and Capability of Customized DE 

In order to relieve the tremendous computational burden 

during the optimization, it consumes about 80 s to conduct the 

model reductions in the normal and emergent conditions with 

all the reduced WPG scenarios. After that, the proposed cus-

tomized DE is compared with the standard DE in terms of their 

search efficiencies and capabilities, via dealing with the same 

optimization. Firstly, the customized DE is run 30 times to 

solve the optimization problem; likewise, the standard DE 

computes the optimization, 5 times. Hence, statistical results 

show that the average time cost to complete the computations 

of one generation by the customized DE is 1.83 s (this time 

consumption is about 115 s if neither model reduction nor WPG 

scenario reduction is conducted). Moreover, evolutions of the 

objective function during the search of these two algorithms are 

depicted in Fig. 4. It is clear that the average convergence 

characteristic of the customized DE (it takes about 575 gener-

ations to converge on average) is never inferior to that of the 

standard DE. Meanwhile, 90% of the search runs by the cus-

tomized DE converge to almost same maximum value which is 

also the best result obtained by the standard DE.  

Based on the above comparisons, it is easily concluded that 

the customized DE is appropriate and effective to cope with the 

optimization used for tuning of the WPSSs. Its computational 

efficiency is favorable and much higher than that of the stand-

ard DE. 

3) Control Effects of Derived Optimal WPSSs 

The optimal WPSSs’ parameters which are corresponding to 

the maximum objective function value derived in the previous 

part are listed in Appendix. So, the index prob(m) is computed 

based on these optimal parameters for each normal/emergent 

condition. When the real WPG scenarios (Nt=10000) and the 

full linearized models are employed, the derived value of 

prob(m) can be used as the benchmark for the (approximate) 

calculation result which uses the reduced WPG scenarios 

(Nt=200) and the reduced models (Table I). It is readily seen 

that the approximate prob(m) is very close to its real value 

(benchmark) in all the normal and emergent conditions, which 

indicates that the proposed countermeasures to low the com-

putational burden are feasible and the obtained optimization 

result is receivable. 

 

 
Fig. 4.  Search process of DE (dot line: standard; solid line: customized) 

 

According to Table I, the inter-area mode in the normal 

condition being subject to the stochastic WPG has the largest 

probability to obtain the acceptable damping ratio. This is be-

cause the tuning process of the WPSSs gives more priority to 

enhance their performance in the normal condition (W(0) is ob-

viously larger than the other weights). Moreover, since there is 

only one WPSS operating in the emergent conditions 1 and 2, it 

is not surprised to see that the inter-area mode has relatively 

lower probability to locate in the desirable region of the com-
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plex plane in these two conditions. An interesting phenomenon 

is that although the DC line is outage in the emergent condition 

3, the WPSSs’ performance is not significantly influenced, 

compared to that in the normal condition. Furthermore, the 

index Prob(m) is also calculated for the emergent conditions 4 

and 5 which are not directly involved in the design. No serious 

degeneration of this index is observed in these two conditions 

in contrast to that in the normal condition (in fact, the two index 

values are better than those in the emergent conditions 1 and 2).  

In order to highlight the proposed probabilistic design of the 

WPSSs, a robust design, akin to the one used in [24] is em-

ployed for the comparison. Specifically, the design employs the 

linearized open-loop system model derived as the system is in 

the normal condition and the WF’s power output is the EV. 

With the WPSSs tuned by this method, the index Prob(m) is 

computed and also shown in Table I. Clearly, the proposed 

probabilistic design is entirely superior to the robust design, 

especially for the emergent conditions. Additionally, Fig. 5 

delineating the distribution of the inter-area mode in the com-

plex plane in the emergent condition 5 is a direct visual evi-

dence of this conclusion. Particularly, in this figure the points 

lying outside the desirable region are related to the scenarios in 

which the WF’s power outputs are much less than the EV. This 

can be heuristically explained by the fact that the insufficient 

power supply by the WF will be compensated by the syn-

chronous units (outputting more power), which tends to impair 

the damping of the inter-area mode. Actually, similar phe-

nomenon is also observed in the normal and other emergent 

conditions.  

Time-domain simulations are carried out to verify the per-

formance of the WPSSs when the system is in different oper-

ating points. For example, as the system is in the normal con-

dition and the WF outputs the expected power, an instantaneous 

three-phase short-circuit fault which occurs at Bus 12 and lasts 

for 50 ms evokes the system dynamics shown in Fig. 6. Obvi-

ously, the WPSSs effectively behave to damp the inter-area 

oscillation. Moreover, the terminal voltage of G1 and G3 is not 

considerably impacted by the WPSSs and has the favorable 

profiles due to the proper constraints on the WPSSs’ gains 

during the design stage and also the hard limiters on the WPSSs’ 

outputs. Another example is obtained when the system is in the 

emergent condition 5 and the WF outputs the power of 100 MW 

so that in the steady state the direction of the power flow carried 

by the AC line 7-12 is from Area 2 to 1 (in most of the scenarios 

the direction is from Area 1 to 2). Then, the same fault as that in 

the previous example is applied and Fig. 7 collects the system 

dynamics. Comparatively speaking, the WPSSs’ performance 

in this example obviously deteriorates, which is in accordance 

with the previous eigenvalue distribution analysis. However, 

dynamics of the inter-area oscillation are also mildly improved 

in comparison to those in the open-loop state. 
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plot: proposed control design; right plot: robust design) 

 

 
Fig. 6.  System dynamics in normal condition with WF’s power output being 

the EV (solid line: closed-loop; dot line: open-loop) 

 

 
Fig. 7.  System dynamics in emergent condition 5 with WF’s power output 

being 100 MW (solid line: closed-loop; dot line: open-loop) 
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B. New York and New England Interconnected Power System 

1) System Description and Settings for Control Design 

The classic New York and New England interconnected 

power system is used with proper modifications to demonstrate 

the proposed control design (Fig. 8). Three WFs are attached to 

Bus-70, -71 and -72 via short transmission lines. WF1 and WF3 

are aggregately represented by DFIG-based WTs, respectively, 

and the simulated DFIGs employ the same electromechanical 

model structure and per-unit parameters [31] as those used in 

the previous test system. Moreover, a fixed-speed induction 

generator (FSIG) based WT is used to stand for WF2. The 

first-order dynamical model (only rotor dynamics are consid-

ered) is employed for the FSIG, and the relevant parameters are 

given in Appendix. A shunt capacitor is also connected to 

Bus-71 to support the terminal voltage of WF2. WF1, WF2 and 

WF3 have the installed capacities of 3534 MW (WF1), 882 MW 

(WF2) and 1580 MW (WF3). Besides, the active loads of 

Bus-18, -42 and -41 are increased by 1767 MW, 440 MW and 

790 MW, respectively. So, the peak penetration level of wind 

power in the system is around 30%.  

A scenario set with 20000 scenarios simulating the actual 

WPG scenarios of the three WFs in practice is generated by 

simple random sampling (SRS) based on the marginal CDFs of 

wind speeds and the WTs’ power conversion curves (later, 

these actual scenarios are used as the comparison benchmark 

for the proposed control design). It should be pointed out here 

that calculating FSIG’s power conversion is not as simple as 

(14); the FSIG model should be included in the load flow cal-

culation in order to map the wind speed to the power output of 

the FSIG. So, the EVs of the three WFs’ power outputs are 

1770 MW, 440 MW and 790 MW. In these scenarios, as the 

WFs’ steady-state power outputs deviate from their EVs, G16, 

G15 and G14 are assigned to be the corresponding synchronous 

units to compensate the deviations of WF1, WF2 and WF3, re-

spectively. However, it is hypothesized that these synchronous 

generators have output constraints associated with their capac-

ities or operating conditions so that they cannot entirely ac-

commodate uncertainties of output of the WFs. For example, 

G16 is supposed to be capable of providing adjustable power up 

to 70% of the maximum or minimum power output deviation 

(equal to maximum or minimum power output minus the EV) 

of WF1 while such data is 55% for G15 (to compensate WF2) 

and 65% for G14 (to compensate WF3). If the actual power 

output deviations of the WFs are beyond the adjustment capa-

bilities of the three synchronous units, the residual uncom-

pensated part is balanced by G13. With this dispatching strategy, 

the steady-state power outputs of G13, G14, G15 and G16 (devia-

tions with respect to their nominal values) can be expressed as 

the functions of the WFs’ power outputs, as follows: 
min max

w1 w1 w1 w1 w1 w1

max max
G16 w1 w1 w1 w1

min min
w1 w1 w1 w1

p     0.7 p p 0.7 p

0.7 p      p 0.7 p

0.7 p      p 0.7 p

p p

p p

p

 −   −  


 =  −  


 −      

(15) 

min max
w2 w2 w2 w2 w2 w2

max max
G15 w2 w2 w2 w2

min min
w2 w2 w2 w2

p     0.55 p p 0.55 p

0.55 p      p 0.55 p

0.55 p      p 0.55 p

p p

p p

p

 −   −  


 =  −  


 −  

(16) 

min max
w3 w3 w3 w3 w3 w3

max max
G14 w3 w3 w3 w3

min min
w3 w3 w3 w3

p     0.65 p p 0.65 p

0.65 p      p 0.65 p

0.65 p      p 0.65 p

p p

p p

p

 −   −  


 =  −  


 −  

(17) 

G13 G14 G15 G16

w1 w1 w2 w2 w3 w3             p p p

p p p p

p p p

 +  +  +  =

− + − + −
                          (18) 

where ΔpG is the power output deviation of the synchronous 

generator; p̅w is the EV of the WF’s power output; ∆pw
max =

pw
max − p̅w  and ∆pw

min = pw
min − p̅w  with pw

max  and pw
min  rep-

resenting the maximum and minimum power outputs of the 

WFs, respectively; the number indexes in the subscript of the 

above variables are used to distinguish different synchronous 

generators or WFs. Apparently, ΔpG13, ΔpG14, ΔpG15 and ΔpG16 

have the characteristic of saturation and are non-smooth with 

respect to pw1, pw2 and pw3. 

The configuration of the system shown in Fig. 8 corresponds 

to the normal condition. Several emergent conditions which are 

depicted in Table II are also considered. Here, the nor-

mal/emergent conditions 0, 1, 2 and 3 are used for the control 

design while the emergent conditions 4, 5 and 6 are prepared 

for the validation. It is noted that in every normal/emergent 

condition, poor damping persists in two inter-area modes (M1 

and M2) in the simulated system when the operating point 

varies due to uncertainty of wind power: M1 has the frequency 

of around 2.2 rad/s and it dominates the relative oscillation of 

synchronous generators in AREA #3, #4 and #5 with respect to 

those in the rest of the system; M2 with the frequency of about 

4.4 rad/s can be obviously identified in the electromechanical 

oscillatory dynamics between AREA #1 and #2. Therefore, 

WPSSs are employed to enhance damping of the inter-area 

modes. The bus frequencies are used as the control inputs of the 

WPSSs. So, the analysis procedure based on residues calcula-

tions presented in the previous test system indicates that G9 is 

the most effective unit to place WPSS for damping M2 while 

WPSS equipped for G13 has the most obvious impacts on M1. 

Moreover, among all the buses, the frequency of Bus-17 is 

found to be the most effective feedback signal for both the 

WPSSs for damping control; the latency of delivering this 

signal to G9 and G13 is assumed to be 100 ms and zero, respec-

tively. In addition, ξ̅1

(m)
 and ξ̅2

(m)
 are selected to be 0.15 and 0.10, 

respectively; WC1
(m)

 and WC2
(m)

 are set to be 20% and 10%, 

respectively, for all the normal and emergent conditions. 
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Fig. 8.  New York and New England interconnected power system 

 
TABLE II 

INDEX prob(m)
 IN NORMAL/EMERGENT CONDITIONS OF NEW YORK AND NEW 

ENGLAND INTERCONNECTED SYSTEM 

No. Contingency Exact Appr. Robust 

0 Nominal 0.9110 0.8994 0.8408 

1 Line 27-53 outage 0.8341 0.8222 0.5674 

2 Line 49-18 outage 0.7054 0.6868 0.4468 

3 G10 outage 0.6137 0.6234 0.5220 

4 G1 outage 0.7202 0.7112 0.4808 

5 G6 outage 0.6756 0.6880 0.5962 

6 Line 40-14 outage 0.6310 0.6202 0.4726 

 

According to the procedure presented in Section IV-A, a 

total of 500 (Nt=500) scenarios are produced for the proposed 

control design. It is known that the marginal CDFs of the WFs’ 

power outputs and coefficients of correlations among them 

derived from these simulated scenarios are close to those ob-

tained from the actual scenarios (with the number of 20000). 

Moreover, for each normal/emergent condition, the open-loop 

nonlinear system models having the orders larger than 200 (the 

model orders are different in some emergent conditions) are 

linearized in all the simulated WPG scenarios and uniformly 

reduced to the 20th order models by the Schur balanced trunca-

tion method. One reduced model is selected to conduct the 

impulse response test, and Fig. 9 compares the result with that 

obtained based on its original full state-space model. It is found 

that curves derived from the two models are almost overlapped. 

Therefore, it can be concluded that both M1 and M2 are exactly 

kept in this order-reduced system which is accurate enough to 

represent the input-output dynamics of the original system. 

Indeed, the same conclusion is obtained for all the other re-

duced models. During the search process, Np and Ne are set to 

be 60 and 5, respectively. Moreover, the optimization weights 

(W(0), W(1), W(2) and W(3)) for the normal and emergent condi-

tions are set to be 1.0, 0.5, 0.5 and 0.5, respectively.  

2) Search Efficiency and Capability of Customized DE 

It takes around 1.25 hours to accomplish linearization and 

the subsequent reduction of the open-loop power system mod-

els over all the reduced WPG scenarios in the normal and 

emergent conditions. However, this time cost of preprocessing 

the models indeed contributes to the benefit that calculating the 

objective function with the reduced WPG scenarios and the 

reduced models averagely costs just 1.03 s (this time con-

sumption is 80 s if neither model reduction nor WPG scenario 

reduction is conducted). 

 

 
Fig. 9.  Impulse response of full and reduced models (left plot: input from 

WPSS1; right plot: input from WPSS2) 

 

As conducted in the previous test case, average performance 

of the proposed customized DE is further justified by solving 

the optimization problem in this test system which is obviously 

much more complicated. Specifically, it is run 20 times to solve 

the maximization (6)-(10) and each run evolves 700 genera-

tions. It is found that most runs take less than 580 generations to 

reach their respective maxima which is very close to the 

maximum objective function (1.9656) derived over all the runs. 

Furthermore, running the standard DE to solve the problem is 

also conducted for direct comparison. Since this run is fairly 

time consuming, it is only conducted once. The standard DE 

costs 655 generations to converge to the maxima of 1.9656. 

Only from this simple comparison, it is believed that the av-

erage search quality (in terms of the obtained maxima and the 

necessary generations to reach this maxima) of the customized 

DE is never inferior to that of the standard DE. Therefore, as 

concluded at the previous test system, it has been proved again 

that the customized DE can efficiently solve the formulated 

optimization problem and the computational time is much 

lower than that of directly using the standard DE. 

C. Performance of Optimal WPSSs 

The optimal parameters vector that results in the maximum 

objective function over all the search runs in the previous 

subsection is provided in Appendix. So, the actual scenarios are 

used to demonstrate the control effects of the WPSSs with the 

optimal parameters.  

Firstly, the accuracy of derived result should be examined. 

Thus, the index Prob(m) is calculated for each normal/emergent 

condition. Again, the value of Prob(m) which is computed based 

on the real WPG scenarios and the full system models is used as 

the benchmark. The approximate Prob(m) is calculated by using 

the reduced WPG scenarios and the reduced models, and is also 

compared with the benchmark in Table II. Clearly, the favora-

ble approximation effects in all the normal and emergent con-

ditions once again prove that the proposed method to reduce the 

computational burden during the optimization is accurate and 

effective.  

According to Table II, compared to the open-loop situations, 

the probabilities of the event that M1 and M2 simultaneously 
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have the required damping ratios are enhanced by the tuned 

WPSSs in the normal/emergent conditions which are directly 

included in the optimization, but also in the emergent condi-

tions which are used just for validation. This probability pro-

motion is especially apparent in the normal condition because 

of the obviously bias optimization weights setting. The pro-

posed control design is compared with the common robust de-

sign used in the previous test case in terms of their derived 

Prob(m) in the normal/emergent conditions. The clear superior-

ity of the proposed control design over the robust design can be 

observed in Table II, especially in the emergent conditions. For 

example, Fig. 10 shows the joint distribution of damping ratios 

of M1 and M2 in the emergent condition 3, which is a strong 

evidence to support the above conclusion.  

It is necessary to further verify the probabilistic robustness of 

the derived WPSSs by time-domain simulations under multiple 

operating points. Although a number of test scenarios have 

been applied, only three of them are described here due to the 

space limitation: (a) the system is in the normal condition and 

the WFs’ power outputs are their respective EVs. The fault is a 

100 ms instantaneous three-phase fault occurring at Bus-42; (b) 

G1 is outage and its power supply duty is taken by G9. The WFs’ 

power outputs and the fault are the same as those in the previ-

ous test scenario; (c) the power outputs of WF1, WF2 and WF3 

are 100 MW, 100 MW and 100 MW, respectively; the system is 

in the normal condition and subjected to a permanent 

three-phase fault happening at line 49-18; the fault is cleared by 

tripping the faulty line and no re-closure is conducted. Parts of 

the relative load angles of the synchronous generators are de-

picted in Fig. 11. It is seen that besides the excellent perfor-

mance in the normal condition, the WPSSs can also correctly 

behave to provide damping to the inter-area oscillations as the 

system is in the emergent conditions (heavily loaded generator 

or tie-line is lost).  
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Fig. 10.  Joint distribution of damping ratios of M1 and M2 (left plot: controllers 

tuned by proposed method; right plot: controllers tuned by robust design) 

VII. CONCLUSION 

The operating points of power systems with huge amounts of 

wind power integration vary stochastically over quite a wide 

range. Thus, the conventional control designs aiming to im-

prove the damping of inter-area oscillations of a system nor-

mally fail to deliver the required performance in the sense of 

probabilistic stability since they overlook the system’s sto-

chastic nature. In this paper, a systematic approach has been 

proposed to tune the WPSSs with the traditional phase lead-lag 

structure to achieve the probabilistic robustness for damping 

the inter-area oscillations of power systems incorporating wind 

power. Moreover, multiple contingencies are directly taken into 

account during the control design. In other words, the tuned 

WPSSs can maximize the proportion of the WPG scenarios 

where all inter-area modes simultaneously have the required 

damping ratios, and also constraint their adverse impacts 

properly over all the WPG scenarios in the normal and emer-

gent conditions. Moreover, employment of the advanced sce-

nario generation and model reduction techniques to lower the 

computational intensity of the probability evaluations and 

proposal of a customized DE to solve the optimization problem 

can ensure the accuracy and efficiency of the proposed tuning 

method. Simulations on the modified two-area system and New 

York and New England interconnected system have demon-

strated that the WPSSs tuned by the proposed method are very 

superior to those tuned by the conventional method.  
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Fig. 11.  Relative load angle of synchronous generators under different test 

scenarios (solid line: closed-loop; dot line: open-loop). 

APPENDIX 

A. Deduction of State Matrix of Closed-Loop System 

The full linear model (state matrix A, input matrix B, and 

output matrix C) of the open-loop power system is acquired by 

using PSAT (version 2.1.4) [30]. Indeed, one important feature 

of PSAT is separately analytical linearization of system com-

ponents such as synchronous generators and power network. 

Moreover, a smart mechanism is used by PSAT to systemati-

cally assemble these linearized components and thus conven-

iently produce the linearized differential and algebraic equa-

tions. Therefore, the linear state-space model is synthesized by 
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eliminating the algebraic variables in the differential equations. 

Actually, PSAT packages the analytical calculation of linear-

ized model in the function ‘fm_abcd’ and stores the result in the 

global structure ‘LA’.  

Based on symbols introduced in Section II, the state-space 

equations of the open-loop power system, the approximated 

time-delay (by Pade formula) and the WPSSs can be repre-

sented by (19), (20) and (21), respectively: 
( , ) ( , )

o o o o c

( , )

o o o

i m i m

i m

 = +


=

A B

C

X X u

Y X
                      (19) 

o

m o

   

  

 = +


= +

A B

B D

X X Y

Y X Y
                              (20) 

c c c c m

c c c c m

 = +


= +

A B

C D

X X Y

u X Y
                              (21) 

where Xo, Xτ and Xc are the state variables vectors of the 

open-loop system, the approximated time-delay and the WPSSs, 

respectively; uc is the control input of the open-loop system, i.e., 

the supplementary voltage reference of exciter; Yo is the output 

of the open-loop system, i.e., the bus frequency; Yo is delayed 

by the wide-area communication system and becomes Ym 

which is the signal received by the WPSSs; thus, Ym is used as 

the input of the WPSSs which produce the output uc to control 

the power system. The first step to synthesize the closed-loop 

state matrix is to combine (19) and (20). So, the state-space 

equation of the combined system is derived by merging Xo and 

Xτ as one state variables vector and using Ym as the output of the 

merged system to eliminate Yo: 

( , ) ( , )
o o o o

c( , )

o

o( , )

m o
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          


 
 =    
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A 0 B

0B C A

D C B

X X
u

XX

X
Y

X

      (22) 

Then, the operation is to merge (21) and (22) by mutual in-

put-output combination to eliminate uc and Ym, finally yielding 

the close-loop state matrix as shown in Section II. 

B. Optimal Parameters of the WPSSs 

Here, System 1 denotes the two-area system and the New 

York and New England interconnected system is System 2. 
 

TABLE III 

OPTIMAL PARAMETERS OF WPSSS 

 System 1 System 2 

K1 12.6334 23.3009 

Tw1 14.9600 8.5654 

Tb1 1.2014 1.2469 

Tu1 0.4803 0.7268 

K2 17.5780 18.5643 

Tw2 14.5000 9.5000 

Tb2 0.9776 0.5924 

Tu2 0.4235 0.1141 

C. Model Parameters 

DFIG and FSIG Parameters (on Base of Machine Rating, 

700 MVA): Rs = 0.00488, Rr = 0.00549, Xs = 0.09241, Xr = 

0.09955, Xm = 3.95279, H = 3.5 s. Operating slip range of FSIG: 

[-0.016, 0]. WT radius: 35 m. Gear box ratio: 74. Power coef-

ficient of WT: Cp=0.73(151/λ-13.654)exp(-18.4/λ+0.0552). 
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