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Abstract— Power systems with high penetration of wind resources must cope with significant uncertainties originated from wind power prediction error. This uncertainty might lead to wind power curtailment and load shedding events in the system as a big challenge. Efficient modeling and incorporation of wind power uncertainty in generation and reserve scheduling can prevent these events. This paper presents a new framework for wind power cumulative distribution function (CDF) modeling and its incorporation in a new chance-constrained economic dispatch (CCED) problem. The proposed CDF modeling uses few moments of wind power random samples. To validly capture the actual features of the wind power distribution such as main mass, high skewness, tails, and especially boundaries from the moments, an efficient moment problem is presented and solved using the beta kernel density representation (BKDR) technique. Importantly, a new polynomial cost function for efficient modeling of wind power misestimation costs is proposed for the CCED problem that eliminates the need for an analytical CDF and enables the use of an accurate piecewise linearization technique. Using this technique, the non-linear CCED problem is converted to a mixed-integer linear programming (MILP)-based problem that is convex with respect to the continuous variables of the problem. Therefore, it is solved via off-the-shelf mathematical programming solvers to reach more optimal results. Numerical simulations using the IEEE 118-bus test system show that compared with conventional approaches, the proposed MILP-based model leads to lower power system total cost, and thereby is suggested for practical applications.

Index Terms— Chance-constrained optimization, mixed-integer linear programming, wind power probability distribution.

NOMENCLATURE

A. Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BKDR</td>
<td>Beta kernel density representation</td>
</tr>
<tr>
<td>CCED</td>
<td>Chance-constrained economic dispatch</td>
</tr>
<tr>
<td>CCF</td>
<td>Conventional cost function</td>
</tr>
<tr>
<td>CCSO</td>
<td>Chance-constrained stochastic optimization</td>
</tr>
<tr>
<td>CDF</td>
<td>Cumulative distribution function</td>
</tr>
<tr>
<td>CL</td>
<td>Confidence level</td>
</tr>
<tr>
<td>CPDs</td>
<td>Conventional power plants</td>
</tr>
<tr>
<td>DRCC</td>
<td>Distributionally robust chance constraints</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian mixture model</td>
</tr>
<tr>
<td>GGM</td>
<td>Generalized gaussian mixture model</td>
</tr>
<tr>
<td>MILP</td>
<td>Mixed-integer linear programming</td>
</tr>
<tr>
<td>NCF</td>
<td>New cost function</td>
</tr>
<tr>
<td>PB</td>
<td>Power bin</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability density function</td>
</tr>
<tr>
<td>PI</td>
<td>Prediction intervals</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root mean square error</td>
</tr>
<tr>
<td>RO</td>
<td>Robust optimization</td>
</tr>
<tr>
<td>SSA</td>
<td>Simplified sequentially adaptive</td>
</tr>
</tbody>
</table>

This work was supported in part by the Natural Sciences and Engineering Research Council (NSERC) of Canada and the Saskatchewan Power Corporation (SaskPower). Benyamin Khorraramdel, Alireza Zare, and C. Y. Chung are with the Department of Electrical and Computer Engineering, University of Saskatchewan, Saskatoon, SK S7N 5A9 Canada (e-mail: benyamin.khorraramdel@usask.ca; alireza.zare@usask.ca; c.y.chung@usask.ca). P. N. Gavrilidis is with the Department of Naval Architecture and Marine Engineering at the NTUA, Greece. (e-mail: pmath@central.ntua.gr).

B. Functions

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B(·)</td>
<td>Beta function</td>
</tr>
<tr>
<td>C(<em>{\text{UP}})/C(</em>{\text{DN}})</td>
<td>Generation cost of unit (i) at hour (t)</td>
</tr>
<tr>
<td>(\Delta P_{\text{UP}}/\Delta P_{\text{DN}})</td>
<td>Reserve cost of unit (i) at hour (t)</td>
</tr>
<tr>
<td>(\Delta R_{\text{UP}}/\Delta R_{\text{DN}})</td>
<td>Direct cost of wind power generation at hour (t)</td>
</tr>
<tr>
<td>(F(z))</td>
<td>Estimated expected cost for upward (UP) reserve, load shedding (LS), downward (DN) reserve, and wind curtailment (WC) at hour (t)</td>
</tr>
<tr>
<td>(f_i(z_i))</td>
<td>A typical non-linear function with variable (z_i)</td>
</tr>
<tr>
<td>(f^{-1})</td>
<td>Estimated PDF and CDF at hour (t)</td>
</tr>
<tr>
<td>(\kappa(\cdot))</td>
<td>Beta kernel function</td>
</tr>
</tbody>
</table>

C. Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_{i}/A_{i}'/B_{q})</td>
<td>Estimated UP reserve/LS/ DN reserve/WC cost coefficients of wind power generation</td>
</tr>
<tr>
<td>(c_{\text{UP}}/c_{\text{DN}})</td>
<td>Confidence levels for enough UP/DN reserve</td>
</tr>
<tr>
<td>(h/h)</td>
<td>UP/DN reserve cost coefficients of unit (i)</td>
</tr>
<tr>
<td>(l/l)</td>
<td>Lower/upper values of beta kernel bandwidth</td>
</tr>
<tr>
<td>(n)</td>
<td>Number of beta kernel components</td>
</tr>
<tr>
<td>(N)</td>
<td>Number of sample moments</td>
</tr>
<tr>
<td>(P_{\text{UP}}/P_{\text{DN}})</td>
<td>Number of power bins, CPPs, and WFs</td>
</tr>
<tr>
<td>(\Delta P_{\text{UP}}/\Delta P_{\text{DN}})</td>
<td>Lower / upper limit of generation for unit (i)</td>
</tr>
<tr>
<td>(\mu_n)</td>
<td>UP/DN maximum ramp limits</td>
</tr>
<tr>
<td>(\psi_0, m_0, n_0)</td>
<td>Maximum value of UP/DN reserve for unit (i)</td>
</tr>
<tr>
<td>(\gamma_{\text{UP}}, \gamma_{\text{LS}}, \gamma_{\text{WC}})</td>
<td>(n^{th}) sample moment of a random variable</td>
</tr>
<tr>
<td>(A)</td>
<td>Number of linearization segments</td>
</tr>
<tr>
<td>(\rho_i)</td>
<td>Constant parameters of piecewise linearization</td>
</tr>
<tr>
<td>(\delta_{\text{UP}}, \delta_{\text{DN}})</td>
<td>UP reserve/LS/ DN reserve/WC penalty factors for wind power uncertainty</td>
</tr>
</tbody>
</table>

D. Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D)</td>
<td>Main-mass interval for PDF construction</td>
</tr>
<tr>
<td>(h)</td>
<td>Bandwidth of beta kernel for PDF construction</td>
</tr>
<tr>
<td>(P_{\text{GEN}}/P_{\text{RES}})</td>
<td>Scheduled generation of unit (i) at hour (t)</td>
</tr>
<tr>
<td>(\delta_{\text{UP}}, \delta_{\text{DN}})</td>
<td>Scheduled UP/DN reserve of unit (i) at hour (t)</td>
</tr>
<tr>
<td>(\delta_{\text{UP}}, \delta_{\text{DN}})</td>
<td>Scheduled UP/DN reserve for managing the uncertainty of wind farm (j) at hour (t)</td>
</tr>
<tr>
<td>(\omega_i)</td>
<td>Parameters of (i^{th}) beta component</td>
</tr>
<tr>
<td>(\omega_i)</td>
<td>Total wind power generation random variable</td>
</tr>
<tr>
<td>(\delta_{\text{UP}}, \delta_{\text{DN}})</td>
<td>Scheduled total wind power generation at hour (t)</td>
</tr>
<tr>
<td>(\omega_i)</td>
<td>Generation capacity of wind farm (j)</td>
</tr>
<tr>
<td>(\delta_{\text{UP}}, \delta_{\text{DN}})</td>
<td>Scheduled generation of wind farm (j) at hour (t)</td>
</tr>
<tr>
<td>(\omega_i)</td>
<td>Generation capacity of wind farm (j)</td>
</tr>
</tbody>
</table>

SLP | Sequential linear programming |
SO | Stochastic optimization |
TVD | Truncated versatile distribution |
VMD | Versatile mixture distribution |
WFs | Wind farms |
E. Matrices & Vectors

\[
\begin{align*}
C_{\text{next}} & \quad \text{Beta kernel moments matrix.} \\
H & \quad \text{Bandwidth vector for optimal beta kernel bandwidth selection.} \\
p, v, \xi & \quad \text{PDF reconstruction vectors for a typical PB.} \\
P, Y, Z & \quad \text{PDF reconstruction matrices for all PBs.} \\
\mu & \quad \text{Moment vector of a random sample.}
\end{align*}
\]

I. INTRODUCTION

A. Motivation

The increasing penetration of uncertain wind power in overall generation around the world can adversely affect the operation, flexibility, and security of large-scale power systems in terms of reserve depletion, transmission line overloading, incremental cost of total generation, etc. [1]. Accurate wind power generation uncertainty modeling should be accomplished as the first step to handle the uncertainty in power systems [2]-[11]. In the second step, optimal reserve and generation scheduling in a look-ahead economic dispatch (ED) problem should be carried out using an efficient stochastic methodology. Chance-constrained ED (CCED) is one such efficient stochastic methodology for uncertainty management [2]-[5].

Because the conventional cost function (CCF) in the CCED problem includes the expected values of wind power overestimation and underestimation costs expressed by a non-linear and non-convex structure, it is not efficient to solve the CCED problem in a conventional optimization framework. In addition, parametric distribution models containing closed forms for cumulative distribution functions (CDFs) are usually used for wind power [2]-[7], [9], [10]. This structure of CCF prevents power system operators from using more accurate distribution models (e.g., non-parametric models) and efficient optimization algorithms such as mixed-integer linear programming (MILP). Therefore, sequential linear programming (SLP) based on Taylor series expansion is often used as an optimization approach for the CCED problem [2]-[5].

The main motivation of this paper is to propose a generic convex model that is convex with respect to the continuous variables of the problem. Also, it is adaptable to both parametric and non-parametric wind power distribution models and can provide the opportunity to formulate the CCED model like an MILP model while a finite convergence to a global optimal solution for the linearized model is guaranteed.

B. Literature Review and Challenges

Wind power distribution modeling is the cornerstone of overall uncertainty modeling in power systems [8]. Recent studies have proposed parametric probability density functions (PDFs) (e.g., Cauchy [6], Weibull, hyperbolic [7], Gaussian [9], and beta [10]) for wind power generation. In [6], a more flexible and complex distribution, i.e., the Levy α-stable distribution, is also proposed for probabilistic reserve sizing in power systems. Efficient versatile and truncated versatile distributions (TVD) for wind power forecast error are proposed and implemented in a look-ahead stochastic ED in [2], [3]. Conditional wind power forecast error modeling is presented in [8] using a Gaussian copula function for generation scheduling. Alternatively, a Gaussian mixture model (GMM) and a versatile mixture distribution (VMD) are adopted in [4], [5], to represent more accurate wind power distribution models.

However, the constructed distributions might show boundary effects because Gaussian and versatile components are not bounded between 0 and 1 p.u. In recent researches, a generalized gaussian mixture model (GMMM) is proposed by [12], [13] for statistical representation and probabilistic forecasting of wind power ramps with special features like duration, rate, and magnitude. In [11], the Copula Theory is used as an efficient approach to model the dependency structure among wind resources. It uses dependent discrete convolution to obtain the distribution of aggregate wind power in high-dimensional cases. Although dependency structure modeling is important, it is a complex process and is not in the main scope of this paper for overall uncertainty modeling. To deal with the uncertainty of wind power in real-world power system applications, many researchers have proposed different methodologies. Stochastic optimization (SO) is proposed for look-ahead ED in [14]-[16] to manage the uncertainty of renewable energy resources. In SO, several scenarios are extracted from a predetermined probability distribution to consider the possible values of uncertain variables. However, the optimal solution and computational efficiency strongly depend on the number of scenarios and the corresponding probabilities. In [2]-[5], [17], [18], chance-constrained SO (CCSO) is used as a more efficient method by adjusting a predefined level of risk. In this method, accurate distribution models for wind power sources are required to preserve the security of the system with a certain probability level. In [19]-[24] distributionally robust chance-constrained (DRCC) optimization is used, where instead of accurately estimating the wind power probability distribution, a moment-based ambiguity set is defined to cover a family of distributions for uncertainty sources. It can be used in diverse areas such as distribution system planning [19], AC optimal power flow [20], [22]-[23], and energy and reserve dispatch [21]. The keen readers are referred to [24] for mathematical details of DRCC. Robust optimization (RO) as an alternative method that improves the security of the system allows wind power to vary in a given uncertainty range [25]-[27]. However, RO leads to an overly conservative solution because it minimizes the cost of the worst-case scenario. Interval optimization (IO) uses prediction intervals (PIs) and central prediction point to minimize the system operating cost. Compared to CCSO and RO, IO is respectively more conservative and less precise [17], [18], [25]-[28]. In [29], a two-stage optimization process is proposed for battery energy storage capacity for alleviating wind curtailment in a second-order cone programming framework while wind power is modeled by lower and upper intervals. Considering large intra-interval variations of wind power, an intra-interval security dispatch is proposed in [30] to provide a trade-off between economics and security. A strategic reserve purchasing is proposed in [31] to mitigate wind power uncertainty in a real time market and avoid a predetermined penalty for wind power producers (WPPs). In [32], a convex model is proposed for a risk-based unit-commitment that considers wind power uncertainty to manage wind curtailment, load shedding, and line over-flow. This paper focuses on CCSO technique for wind power uncertainty management. Based on the literature, the approaches utilized in CCED have used approximate calculations for partial derivatives of the CCF, which might lead to a non-optimal solution [2]-[5]. The aforementioned methodologies for wind power uncertainty modeling and handling in ED problems have their own merits and demerits. The literature, however, lacks an efficient CCED model for simultaneous incorporation of non-parametric distribution models and highly accurate linearization techniques for the cost function. Fig.1 shows an overview of the proposed MILP-based CCED model in this study where the building blocks (a) and (b), as the main novelty of this study, are proposed for an efficient rolling dispatch system. All details of each block are explained in Section II to Section IV through representation of Algorithm 1, Algorithm 2, Algorithm 3, and the general structure of the proposed framework.

C. Contribution

This paper proposes an efficient CCED model and makes the following contributions:

1) An efficient methodology for construction of a new cost function (NCF) is proposed for nonlinear CCED models by which power system operators can use parametric and non-parametric distribution models for wind power.
2) Because of the proposed NCF, a highly accurate linearization technique, i.e., piecewise linearization, can be used to convert the non-linear CCED into an efficient MILP-based model.

3) For the first time, an efficient wind power distribution modeling is proposed using finite sample moments (e.g., 10 to 20) and the beta kernel density representation (BKDR) technique.

4) Because the BKDR technique represents the target distribution using several beta components with restricted parameters’ range, it avoids boundary effects while capturing certain features of wind power distribution without reflecting overfitting problem.

D. Organization

This paper is organized as follows. In Section II, a new approach for wind power distribution modeling is proposed based on the information provided by several sample moments. Section III and IV present the CCED model and the challenges along with the solution methodology, respectively. Comprehensive simulation results are presented in Section V. Finally, Section VI concludes the paper.

II. WIND POWER DISTRIBUTION MODELING USING THE BETA KERNEL DENSITY REPRESENTATION TECHNIQUE

The reconstruction of a probability distribution \( f(x) \) using a limited number of moment data \( \mu_n \) is called the truncated moment problem first proposed by Stieltjes and stated as follows [33].

\[
\mu_n = \int x^n f(x) dx, \quad n = 0, 1, 2, ..., N
\]  
(1)

The question is how to use the information available in \( \mu_n \) to recover the corresponding target function \( f(x) \) with high accuracy. If the target PDF \( f(x) \) is bounded in interval \( x \in [a, b] \), the truncated Hausdorff moment problem is realized [34]. To obtain a satisfactory solution to this problem, two steps should be followed. First, an appropriate representation methodology, i.e., kernel density representation (KDR), for the function to be recovered should be chosen. Second, some important features or a priori knowledge about the target PDF \( f(x) \), such as boundary conditions, tail behavior, modality information, and the main mass interval, need to be determined to improve the solution [34]. For a truncated Hausdorff moment problem, it suffices to determine the main mass interval referred to as \( \hat{D} \).

A. KDR-Based Wind Power PDF Representation

KDR is a parametric representation of PDF \( f(x) \) by means of a weighted sum of known non-negative kernel density functions (KDFs), as shown in (2) [33, 34].

\[
f(x; \mathbf{p}, \mathbf{\xi}) = \sum_{i=1}^{N} p_i \kappa(x; x_i, h) \quad x \in [0,1]
\]  
(2)

\[
\sum_{i=1}^{N} p_i = 1, \quad p_i \geq 0, \quad \mathbf{p} = [p_1, p_2, ..., p_N]^T
\]  
(3)

Bandwidth parameter \( h \), which controls the smoothness of the overall fit, can be determined either from a predetermined optimal range or by minimizing the estimated error of the KDR model as it is proposed in this work. Equation (2) means that an unknown density function \( f(x) \) can be represented by \( I \) kernels placed at uniformly distributed locations \( x_i \) of the sample space [0,1], where \( p_i \) measures the contribution of the \( i^{th} \) kernel to the overall density evaluation and should meet the constraints in (3). According to (2), the KDF \( \kappa(\cdot) \), the kernel weights \( p_i \), the kernel locations \( x_i \), and bandwidth \( h \) should be optimally determined to efficiently reconstruct \( f(x) \). The optimal values of parameters \( p_i, x_i, \) and \( h \) are obtained through minimizing a performance criterion, e.g., \( \| \hat{f} - f \|^2 \). Also, instead of using the whole interval [0,1] in (2), a main mass interval, e.g., \( \hat{D} \), can be estimated by which the performance of the proposed technique is improved. The details of each part are provided in sections II.B, II.C, and II.D, respectively.

B. A Proper Choice for KDF: Beta Distribution

For \( x \in [0,1] \), the beta PDF with two main parameters \( (\nu, \zeta) \) expressed by (4) is an efficient choice for the KDR process because of four main advantages expressed as follows: (i) it is bounded between 0 and 1 like normalized wind power distribution; thus, by summation of several beta distributions over the range [0,1] a bona fide PDF is obtained without occurring boundary effects; (ii) the set of beta parameters \( (\nu_i, \zeta_i) \) is easily related to the set of location and bandwidth parameters \( (x_i, h) \) using a closed form (i.e., algebraic system (6)-(7)); (iii) there is a simple function by which the moments of beta distribution can be calculated (i.e., equation (9)); (iv) the flexible shape of the beta distribution symmetrically changes so that it coincides with the skewness of wind power PDF from the lower boundary region to the upper boundary region [10]. Thus, according to (2), the target PDF, \( f(x) \), can be approximated by (5). To calculate the parameters \( p_i \) and \( \zeta_i \), a natural choice is to use mode and variance expressions of \( f_b \) in (6)-(7). Thus, for a given set of values \( (x_i, h) \), the parameters \( (\nu_i, \zeta_i) \) are obtained by solving the algebraic system (6)-(7). Fig. 2 shows beta distributions with five sets of parameters \( (\nu_i, \zeta_i) \) over the range [0,1].

\[
k(x; x_i, h) = f_b(x; \nu_i, \zeta_i) = \frac{1}{\beta(\nu_i, \zeta_i)} \left(\frac{x}{\zeta_i}\right)^{\nu_i-1} \left(1-x\right)^{\zeta_i-1}
\]  
(4)

\[
\hat{f}(x; \mathbf{p}, \mathbf{\zeta}, \mathbf{\zeta}) = \sum_{i=1}^{N} \frac{p_i}{\beta(\nu_i, \zeta_i)} \left(\frac{x}{\zeta_i}\right)^{\nu_i-1} \left(1-x\right)^{\zeta_i-1}
\]  
(5)

\[
x_i = \text{mode}(f_b(x; \nu_i, \zeta_i)) = \frac{\nu_i-1}{\nu_i+\zeta_i}
\]  
(6)

\[
h^2 = \text{variance}(f_b(x; \nu_i, \zeta_i)) = \frac{\nu_i \zeta_i}{(\nu_i+\zeta_i)^2 (\nu_i+\zeta_i+1)}
\]  
(7)

C. Optimal Calculation of KDF Weights

Given a finite number of sample moments \( \mathbf{m} = [\mu_1, ..., \mu_N]^T \) of an unknown target PDF \( f(x) \), I locations on the sample space [0,1] \( (I \leq N) \), and bandwidth value \( h \), the weights \( p_i \) are calculated by solving the simple minimization problem (8). For the numerical solution of (8), the function lsqnonneg of the MATLAB optimization package is employed. The matrix \( \mathbf{C}_{N \times I} \), which contains \( N \) moments of the beta kernel on each location, is obtained by (9) [34]. Therefore, the set of \( (\nu_i, \zeta_i) \) or the locations \( x_i \) and bandwidth \( h \) should be optimally selected to achieve an optimal solution for (8).

\[
\mathbf{p} = \arg\min_{\mathbf{p}} \frac{1}{2} \| \mathbf{m} - \mathbf{C} \mathbf{p} \|^2 \quad \text{s.t.} \quad (3)
\]  
(8)

\[
C_{n,l} = \int_0^1 x^n f_b(x; \nu_l, \zeta_l) dx = \prod_{i=0}^{n} \frac{\nu_i + \zeta_l}{\nu_i + \zeta_l + s}
\]  
(9)

\[
\text{RMSE} = \left[ \frac{1}{N} \sum_{i=1}^{N} \left( \hat{f}(x_i) - F_b(x_i) \right)^2 \right]^{1/2}
\]  
(10)

D. Optimal Parameters of the Beta KDF

Simulations show that kernel locations \( x_i \) and bandwidth \( h \) have a sizable impact on the quality of the overall estimation. It is much easier to find the optimal set \( (x_i, h) \) than \( (\nu_i, \zeta_i) \) because the ranges of \( x_i \) and \( h \) are definite. To find the above-mentioned parameters, a strategy is adopted in this section and shown by Algorithm 1 in Fig. 3. It uses an iterative simplified sequentially adaptive (SSA) algorithm to find optimal locations \( x_i \) and a parallel computing-based procedure to find the optimal value of bandwidth \( h \) [33]. The basic idea behind the SSA algorithm is to propagate an initial set of kernel locations based on the values of their weights and the distance between successive locations. SSA algorithm is based on two criteria: (i) the death of insignificantly weighted kernels and (ii) the birth of new kernel locations. The first criterion is fulfilled by defining a small threshold value denoted by \( e_d \). Using this criterion, the kernels with weights smaller than \( e_d \) are removed. The second criterion is met by identifying the kernels with the highest weight and adding two location points nearby. The progressive impoverishment of the resulting KDR model is avoided by considering a small number of iterations \( k \) (e.g., \( k=5 \)). Algorithm 1 finds the optimal bandwidth \( h_{opt} \) through a parallel-computing process based on the minimization of the root mean square error (RMSE) in (10).
ability distribution modeling does not depend on the deterministic prediction accuracy since the proposed model tunes the range of input parameters \( I, h, \hat{D}, \) and \( \hat{B} \) by pre-processing of received actual and predicted time series. For given forecast value \( \hat{a}_t \), the wind power PDF is specified using (11) with predetermined optimal sets of \( p, \nu, \) and \( \xi \). To assign a certain set of \( p, \nu, \) and \( \xi \) to forecast value \( \hat{a}_t \), the forecast range \([0,1]\) is first divided into several equally sized power bins (PBs). \( N_{PB} \) depends on the length of the wind power time series under study, which usually equals to 20 if there are sufficient samples (i.e., \( X_t \)) inside each PB. Then, using the wind power samples inside each PB, the sample moments (i.e., \( \mu_k \)) of wind power are calculated via (12). Finally, using Algorithm 2, the optimal sets \( P, \nu, \) and \( Z \), expressed by (13), are obtained for the related time series. Therefore, different PBs have different sets of \( p, \nu, \) and \( \xi \) that lead to PDFs with diverse features. The matrices \( \{P, \nu, \xi \} \) can be updated weekly. The proposed wind power CDF modeling might be run every day, every week, etc. whenever enough new wind power samples are available for updating the inputs.

In this paper, for the sake of simplicity, the time series of real and predicted wind power are supposed to have 10-min resolution with 10-min prediction horizon. However, for conditional PDF modeling, the evolution of estimated PDFs depends on the prediction horizon and resolution. The prediction horizon and resolution of the time series under study should be consistent with the power system generation and reserve dispatch because, for example, the PDF of wind power looking 10-min ahead is different from 1-hour ahead. If the dispatch system is run every hour with 10-min resolution, the prediction horizon of historical data can be one hour with the same resolution. It is worth noting that, without loss of generality, the proposed conditional PDF modeling can be done for various prediction horizons and resolutions.

\[
\begin{align*}
\int \mathbf{f}(\mathbf{x} | \hat{a}_t) &= \int \mathbf{f}(\mathbf{x}; \mathbf{p}, \nu, \xi) = \int \mathbf{f}(\mathbf{x}; \mathbf{p}, \nu, \xi) \\
\mu &= \frac{1}{N} \sum_{i=1}^{N} x_i, \quad \sigma = 0,1,2, ..., N \\
P &= \{p_k\}_{k=1}^{N}, \nu = \{\nu_k\}_{k=1}^{N}, \xi = \{\xi_k\}_{k=1}^{N}
\end{align*}
\]

E. Proposed Conditional Modeling of Wind Power CDF

As the level of wind power uncertainty greatly depends on the forecast value, the wind power PDF has a conditional relationship with the wind power forecast value \([7], [8]\). In this section, the conditional model of wind power PDF is presented based on the proposed wind power distribution modeling. However, the performance of the proposed model does not depend on the deterministic prediction accuracy since the proposed model tunes the range of input parameters \( I, h, \hat{D}, \), and \( \hat{B} \) by pre-processing of received actual and predicted time series. For given forecast value \( \hat{a}_t \), the wind power PDF is specified using (11) with predetermined optimal sets of \( p, \nu, \) and \( \xi \). To assign a certain set of \( p, \nu, \) and \( \xi \) to forecast value \( \hat{a}_t \), the forecast range \([0,1]\) is first divided into several equally sized power bins (PBs). \( N_{PB} \) depends on the length of the wind power time series under study, which usually equals to 20 if there are sufficient samples (i.e., \( X_t \)) inside each PB. Then, using the wind power samples inside each PB, the sample moments (i.e., \( \mu_k \)) of wind power are calculated via (12). Finally, using Algorithm 2, the optimal sets \( P, \nu, \) and \( Z \), expressed by (13), are obtained for the related time series. Therefore, different PBs have different sets of \( p, \nu, \) and \( \xi \) that lead to PDFs with diverse features. The matrices \( \{P, \nu, \xi \} \) can be updated weekly. The proposed wind power CDF modeling might be run every day, every week, etc. whenever enough new wind power samples are available for updating the inputs.

In this paper, for the sake of simplicity, the time series of real and predicted wind power are supposed to have 10-min resolution with 10-min prediction horizon. However, for conditional PDF modeling, the evolution of estimated PDFs depends on the prediction horizon and resolution. The prediction horizon and resolution of the time series under study should be consistent with the power system generation and reserve dispatch because, for example, the PDF of wind power looking 10-min ahead is different from 1-hour ahead. If the dispatch system is run every hour with 10-min resolution, the prediction horizon of historical data can be one hour with the same resolution. It is worth noting that, without loss of generality, the proposed conditional PDF modeling can be done for various prediction horizons and resolutions.

\[
\begin{align*}
\int \mathbf{f}(\mathbf{x} | \hat{a}_t) &= \int \mathbf{f}(\mathbf{x}; \mathbf{p}, \nu, \xi) = \int \mathbf{f}(\mathbf{x}; \mathbf{p}, \nu, \xi) \\
\mu &= \frac{1}{N} \sum_{i=1}^{N} x_i, \quad \sigma = 0,1,2, ..., N \\
P &= \{p_k\}_{k=1}^{N}, \nu = \{\nu_k\}_{k=1}^{N}, \xi = \{\xi_k\}_{k=1}^{N}
\end{align*}
\]

F. Comparisons with Other Distribution Models

To show the superiority of the proposed wind power distribution modeling, a quantitative analysis is provided to compare with TVD, GMM, VMD, and GGM [3]-[7], [12], [13] using three wind power datasets.

**Dataset 1**- Canada’s Alberta Electric System Operator (AESO) dataset with 1463 MW capacity (WF1); **Dataset 2**- Canada’s Centennial wind farm in Saskatchewan province with 150 MW capacity (WF2); and **Dataset 3**- Spain’s Sotavento wind farm with 17 MW capacity (WF3) [36], [37].

This study uses the \( \text{RMSE} \) index to calculate the closeness of approximate CDF models to actual distributions. Table I shows that the BKDR technique outperforms others by presenting the minimum value of \( \text{RMSE} \) for the related PB of three different wind farms. However, BKDR and GMM show the same performance for \( \{PB_{19}\} \) of WF1, \( \{PB_{20}, PB_{21}\} \) of WF2, and \( \{PB_{19}, PB_{18}, PB_{20}\} \) of WF3. Importantly, GMM cannot give a reasonable solution for PB1 of WF2 and WF3. Two datasets WF2+WF3 and WF1+WF2+WF3 are used to demonstrate the performance of BKDR, GMM, and VMD for aggregate wind power generation in Table II. Because these approaches use approximately the same strategy for distribution modeling, they reflect the same performance for generation levels far from boundaries, and for boundary areas such as PB1, PB19, and PB20, BKDR makes a little difference. A qualitative comparison is shown in Figs. 5 and 6 to have a visual sense of BKDR performance. Fig. 5 shows the CDF of WF1, WF2, and WF3 obtained by TVD and BKDR along with the actual distribution for different levels of generation. Because the CDFs acquired by GMM are very close to those obtained by BKDR, they are not shown in Fig. 5 for the sake of clarity. Fig. 5 shows that the BKDR can follow the variations of actual distributions quite well. Fig. 6 indicates the actual histogram and fitted distribution models for datasets WF2+WF3, WF1+WF2+WF3, and WF1. It is obvious that single-mode Gaussian, beta, and TVD models cannot compete with GMM, VMD, GMM, and BKDR while the performance of the last three models is quite close to each other. Table III shows the computation time for different distribution models. Compared with other models, the proposed BKDR model
III. PROPOSED CHANCE-CONSTRAINED ED PROBLEM

A look-ahead ED problem, which affects the online operation of power systems, is a submodule of multiple time-scale coordinated active power control systems. It is performed once per hour to determine the active power output of all generation units over the forthcoming four hours with a time resolution of 10 or 15 minutes [2], [3], [5], [6]. With high penetration of wind generation, a cost function is minimized while satisfying several constraints in a look-ahead CCED problem as an efficient stochastic optimization methodology that allows the uncertainties to be handled by mitigating wind power underestimation and overestimation impacts. In [2], [3], and [5] efficient formulations for generation and reserve scheduling are proposed in look-ahead and real-time CCED models. In the next sections, these formulations are expanded and explained to reach the proposed NCF and MILP-based CCED model.

A. Cost Function and Constraints of the CCED Problem

To make decisions under uncertain situations, a classical two-stage stochastic problem is recommended where some of the decisions must be made before the uncertainty is realized (first stage), and then the recourse decisions can be made after the realizations (second stage) [38]. The classical two-stage linear stochastic problems can be formulated as $\min A^T x + \mathbb{E}[Z(x, \xi)]$ where $x \in \mathbb{R}^n$ is the first-stage decision vector, $\xi$ is the data of the second stage, and $Z(x, \xi)$ is the optimal solution of the second stage defined as $\min z^y$ subject to $Bx + Cy \leq D$ where $y \in \mathbb{R}^m$ is the second-stage decision vector and $\xi = (z, B, C, D)$. In this kind of formulation, a “here-and-now” decision should be made for $x$ at the first stage before knowing the realization of uncertain data $\xi$. At the second stage, after a realization of $\xi$, another optimization problem should be solved to optimize the decision-making procedure. Therefore, the solution of the second-stage problem is viewed as a recourse action where the term $Cy$ mitigates the inconsistency of $Bx \leq D$, and $z^y$ would be the cost of this recourse action. If the random variable $\xi$ has a finite support, a linear programming equivalent to the two-stage model can be used as $\min A^T x + \mathbb{E}[Z(x, \xi)f(\xi)d\xi]$ after which solving this problem, an optimal solution which can cover all possible scenarios of $\xi$ is found.

In this paper, similarly, the cost function of the stochastic look-ahead ED problem is shown in (14)-(21). The costs related to the uncertainty of wind power generation originate from the overestimation and underestimation of wind power. Fig. 7 shows four main areas of wind power generation uncertainty as well as the actual and fitted distributions for the forecast value $\hat{\omega}_t = 0.1$ p.u. The main goal of Fig. 7 is to show the main areas of wind power distribution model and their relations with the scheduled value. To mitigate the impact of wind power overestimation, one strategy is to take upward reserve. If the upward reserve does not suffice, a load shedding strategy will be added. Similarly, wind power underestimation is mainly alleviated using downward reserve, and a wind curtailment strategy is added when downward reserve is not adequate. Therefore, wind power overestimation cost equals the expected upward reserve cost $\mathbb{E} \tilde{C}_{1h}^{UP}$ with penalty factor $\gamma_{1h}^{UP}$ plus the expected load shedding cost $\mathbb{E} \tilde{C}_{1h}^{DS}$ with penalty factor $\gamma_{1h}^{DS}$ shown in (18) and (19), respectively. Also, wind power underestimation cost equals the expected downward reserve cost $\mathbb{E} \tilde{C}_{1h}^{DN}$ with penalty factor $\gamma_{1h}^{DN}$ plus the expected wind curtailment cost $\mathbb{E} \tilde{C}_{1h}^{CUT}$ with penalty factor $\gamma_{1h}^{DNC}$ expressed by (20) and (21), respectively. Although not all electricity markets apply penalty factors $\gamma_{1h}^{UP}$ and $\gamma_{1h}^{DN}$ for deviation of wind power generation from the scheduled values, in this paper these penalty factors are considered for generalization of the proposed model [2], [3], [5].
Overestimation Area
Wind Power (p.u.)

Underestimation Area

Minimize \( \sum_{i=1}^{I} \Delta t \left( \sum_{j=1}^{\Omega_j} C_{ij}^{UP} + \sum_{j=1}^{\Omega_j} C_{ij}^{DN} + C_{ij}^{EW} + E C_{ij}^{UP} + E C_{ij}^{DN} + E C_{ij}^{WC} \right) \)  
(14)

where (22) reflects system’s power balance constraints, (23) shows that the summation of WFs’ scheduled wind power equals the scheduled aggregate wind power, and (24) defines the range of scheduled WFs’

IV. CHALLENGES AND SOLUTIONS FOR CCED PROBLEM

A. Existing Challenges

Regarding the implementation of the CCED problem, there are two main challenges as follows.

1) The distribution model of wind power, shown by \( \tilde{f}_t(\omega) \), should reflect the main features of the actual distribution such as mode, long tail, high skewness, etc., while avoiding boundary effects. Fig. 7 compares the appropriate BKDR fit (proposed model) and unsuit Gaussian fit and highlights the existing differences in overestimation area with two hatched areas. Considering equations (18)-(19), the difference between the actual and fitted distributions leads to the miscalculation of the upward reserve and load shedding costs, as will be shown in Section V. Likewise, considering (20)-(21), the existing mismatch in the underestimation area of the probability distribution causes a misjudgment about the downward reserve and wind curtailment costs. As a result, the solutions of the CCED problem might not be optimal if fed by the distribution models such as Gaussian, beta, stable, versatile, etc.

2) The most important challenge is that the CCF in (14) contains the non-linear functions (18)-(21) defined by integrals, which makes tackling such an optimization problem difficult. This mainly originates from the dependency of the integral operators’ boundaries in (18)-(19) on the...

Fig. 11. General structure of the solution algorithm for the proposed MILP-based CCED model.
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pair decision variables \( R_{i}^{UP}, \omega_i \) and dependency of integral operators’ boundaries in (20)-(21) on \( [R_{i}^{DN}, \omega_i] \), such that there is not a closed form for the CCED cost function versus the decision variables. Consequently, the partial derivatives of the CCF with respect to these variables (as required for interior-point and SLP optimization techniques) might not be correctly derived. Nevertheless, based on partial derivative formulations in [2]-[5], the boundaries of integrals are ignored, and approximate partial derivatives are proposed for integral functions that might lead to misleading results.

\[ \omega = \sum_{i=1}^{n} \psi_i \Delta \lambda_i \]

B. Potential Solutions

The first challenge is remedied by the proposed BKDR technique in Section II. The proposed BKDR technique can well estimate the PDF of wind power generation and avoid boundary effect. To address the second challenge, an NCF is explicitly proposed for the CCED problem; specifically, it can be formulated like an MILP model and efficiently solved using standard MILP solvers. To this end, \( E C_{t}^{L} \) and \( E C_{t}^{W} \) in (18)-(19) are explicitly reformulated with respect to the decision variables \( R_{i}^{UP} \) and \( \omega_i \), and \( E C_{t}^{DN} \) and \( E C_{t}^{W} \) in (20)-(21) are rewritten versus \( R_{i}^{DN} \) and \( \omega_i \). These reformulated functions are expressed using polynomial functions with degree \( q (4 \leq q \leq 8) \) to accurately model wind power overestimation and underestimation costs. The polynomials are single-variable functions with the variables \( R_{i}^{UP} \) or \( R_{i}^{DN} \), and just the coefficients depend on variable \( \omega_i \). The polynomial fitting procedure is done for every value of wind power over the range \([0,1]\) with a certain resolution. For this procedure, first, suppose \( \omega_i \) takes a constant value over PB, where \( k = 1 \ldots N_{PB} \), and the integral operators in (18)-(21) are expanded independently while the main variables \( R_{i}^{UP} \) and \( R_{i}^{DN} \) take on the valid values over the specific ranges defined by (26) and (31). By repeating this procedure for each value of \( \omega_i \), the integral-based functions can be represented by few lookup tables. Then, they can be precisely expressed in the form of an octic function with decision variables \( R_{i}^{UP} \) or \( R_{i}^{DN} \), as shown in (32)-(35) where \( n=8 \). Also, the cost coefficients \( A_q, A_q', B_q, \) and \( B_q' \) of the octic functions only depend on \( \omega_i \), and the hat sign shows that the cost functions are approximate functions. Note, for each value of wind power inside each PB, a separate octic function is fitted. As an example, the fitted cost functions (32)-(35) are shown in Fig. 8 for all wind power values in PB of WF2 dataset. It shows the nonlinearity and convexity of each function for a certain level of generation; however, it is not guaranteed that the summation of these functions for different generation levels to be a convex function. The fitting error of approximate underestimation and overestimation cost functions are shown in Fig. 9 for WF1 to WF3. The fitting error for wind farms with high generation capacity is more than those with low generation capacity because the non-linearity of the cost functions in (18)-(21) increases proportional to wind farm generation capacity.

\[ E C_{t}^{UP} = \sum_{i=1}^{n} A_q \cdot (R_{i}^{UP})^q \]

\[ E C_{t}^{DN} = \sum_{i=1}^{n} A_q' \cdot (R_{i}^{DN})^q \]

\[ NCF = \sum_{i=1}^{n} \Delta \lambda_i \cdot (\sum_{i=1}^{n} A_{i} C_{i}^{UP} + \sum_{i=1}^{n} C_{i}^{DN} + E C_{t}^{W}) \]

The main process of obtaining the proposed NCF in (36) is based on the estimation of cost coefficients \( A_q, A_q', B_q \), and \( B_q' \) as shown by Algorithm 3 in Fig. 10. One of the main building blocks of Algorithm 3 is Algorithm 2 which estimates the wind power PDF of PBs. The estimated cost coefficients for total wind power generation \( \omega_i \) with a certain resolution over the range \([0,1]\) are stored in a database. In the proposed MILP-based CCED model, the corresponding cost coefficients for each wind power forecast value are chosen from the database, and estimated functions (32)-(35) can be explicitly formed versus decision variables \( R_{i}^{UP} \) and \( R_{i}^{DN} \). The structure of the proposed MILP-based CCED model is depicted in Fig. 11 where the utilized linearization technique is presented in Section III-C and the detailed solution methodology is presented in Section III-D.


C. Piecewise Linearization of the Proposed NCF

The CCF is a non-linear function without a closed form that makes achieving the global optimal solution difficult [3]-[5]. Using the proposed reformulation process, an NCF is reproduced to lead to a solution closer to the global solution. To overcome the non-linearity of the proposed NCF, a highly accurate piecewise linearization technique is used [19]. By doing so, the CCED problem is converted to a tractable MILP-based model that can be solved using off-the-shelf mathematical programming solvers such as CPLEX and Gurobi. The non-linearity of the cost function arises from the quadratic function in (15) as well as the proposed octic functions (32)-(35). Let us express each of these non-linear functions as \( F(z) \). Using a highly accurate piecewise linearization technique, \( F(z) \) can be linearized as (37)-(41), where \( z \) and \( \bar{z} \) represent the upper and lower limits of the variable \( z \), respectively.

\[ F(z) = \sum_{i=1}^{n} (n_i \delta_i + n_3 \delta_3) \]

\[ z = \sum_{i=1}^{n} \delta_i \]

\[ \psi_{i-1} - \Delta \leq \delta_i \leq \psi_i \Delta \quad , \lambda = 1, ..., A \]

\[ \sum_{i=1}^{n} \Delta \lambda_i \leq 1 \]

\[ \delta_i \geq 0 \quad , \delta_i \in [0,1] \quad , \lambda = 1, ..., A \]

\[ m_{\lambda} = [F(z)] \]

\[ \bar{z} = z + (1/\lambda)(\bar{z} - z) \]

\[ m_{\lambda} = [F(z)] \quad , \lambda = 1, ..., A \]

\[ n_3 = n \lambda_{\lambda} - n_3 \lambda_3 \]

\[ n_3 = n \lambda_{\lambda} - n_3 \lambda_3 \]

To shed light on the proposed linearization technique, the piecewise linear approximation of a typical non-linear function is illustrated in Fig. 12. The feasible range of the variable \( z \) is partitioned into \( A \) segments. Then, a line with a slope of \( m_{\lambda} \) and intercept of \( n_3 \) is considered corresponding to each segment \( \lambda \). Finally, using the binary variables denoted by \( \delta_s \), only one of the lines is chosen to represent the non-linear function \( F(z) \). Note that the parameter \( A \) determines the number of additional variables and constraints required to linearize \( F(z) \). Therefore, the approximation error will obviously decrease as this parameter increases. Using the above-described linearization technique, the proposed CCED problem is now converted to an MILP-based model, which guarantees the solution optimality and computational tractability.

D. Solution Methodology

The detailed steps of the proposed solution methodology are as follows.

Step (1) Initialization: Set decision vector \( x \) on zero where \( x = [P_{i}, \omega, t_{i}, t_{i}, R_{i}^{UP}, R_{i}^{DN}, \delta_{i}] \), \( A = 10 \), \( C L^{UP} = C L^{DN} = 0.95 \), \( UB = +\infty \), \( LB = -\infty \), and MILP gap tolerance \( \epsilon = 1e^{-3} \).

Step (2) Receiving system data: NG, NW, \( d_{t}, b_{t}', c_{t}^{UP}, c_{t}^{DN}, c_{t}^{W}, b_{t}, \]

\[ \bar{D}_{t}^{UP}, \bar{D}_{t}^{DN}, \bar{D}_{t}^{W}, \bar{D}_{t}' \]

Step (3) Modeling NCF: Obtain \( A_q, A_q', B_q, \) and \( B_q' \) of aggregate wind generation based on the wind power forecast values and \( C L^{UP} \) and \( C L^{DN} \) (Algorithm 3), and obtain \( E C_{t}^{UP}, E C_{t}^{LS}, E C_{t}^{DN}, \) and \( E C_{t}^{W} \) to create NCF as shown by (36).

Step (4) Linearizing NCF: Linearize \( c_{t}^{UP}, E C_{t}^{UP}, E C_{t}^{LS}, E C_{t}^{DN}, \) and \( E C_{t}^{W} \) simultaneously using piecewise linearization in (37)-(44).

Step (5) Solving linearized NCF: Minimize the linearized NCF with CPLEX (i.e., cplexmip) subject to constraints (22)-(31) where NCF =
\[ \sum_{i=1}^{n} \Delta t \left( \sum_{j=1}^{m} c_{ij}^p + \sum_{j=1}^{m} c_{ij}^w + E_{ij}^{\text{up}} + E_{ij}^{\text{down}} + E_{ij}^{\text{left}} + E_{ij}^{\text{right}} \right) \].

Step (6) Updating cost coefficients of aggregate wind generation:
After a specific time period (e.g., one week), update the coefficients \( A_i, A_0, B_0 \), and \( B_0 \) by receiving new wind power samples that lead to new wind power distribution \( f_t(\omega) \), then go to Step (3).

V. CASE STUDIES

A. Test System

To show the efficiency of the proposed approach, the widely used IEEE 118-bus test system with 54 CPPs is simulated in this study. The total base loads in the system considered over a 4-hour scheduling period are 3.6, 3.9, 4.1, and 4.2 GW. The developed MILP CCED model is solved by CPLEX 12.6.1 using MATLAB R2015a on a Core2 7-6700 CPU @ 3.40 GHz personal computer with 16GB RAM.

B. Experimental Datasets and Wind Power Penetration Scenarios

Three different wind power datasets, introduced in Section II-E, are used to examine the proposed MILP-based CCED problem. Three penetration scenarios with different combinations of wind power datasets are considered in the system under study. Case 1- 150 MW wind power generation using WF2; Case 2- 167 MW wind generation using two different wind farms (WF2 and WF3); and Case 3- High penetration of wind power is assessed in this case with WF1, WF2, and WF3 with total capacity of 1630 MW. The correlation level among wind farms in Case 1 to Case 3 are not considered. To demonstrate the effect of correlation on total cost of the system, Case 4 and Case 5 are defined. Case 4 is like Case 2 with three values \( \rho = 0, 0.50, \) and 0.95 as correlation coefficients. Case 5 is like Case 3 considering two correlation matrices \( \mathbf{R}_1 \) and \( \mathbf{R}_2 \) shown below. Note that to construct wind power datasets with abovementioned correlation coefficients in Case 4 and Case 5, wind power time series WF1 to WF3 are checked and appropriate time lags are found in each time series to construct desired correlated time series.

\[ \mathbf{R}_1 = \begin{bmatrix} 1.00 & 0.00 & 0.07 \\ 0.00 & 1.00 & 0.06 \\ 0.07 & 0.06 & 1.00 \end{bmatrix} \quad \mathbf{R}_2 = \begin{bmatrix} 1.00 & 0.95 & 0.90 \\ 0.95 & 1.00 & 0.95 \\ 0.90 & 0.95 & 1.00 \end{bmatrix} \]

C. Simulation Results of the Proposed MILP-based CCED Problem

This section examines the proposed model using the IEEE 118-bus test system with Cases 1 to 5 with the proposed model. The results are compared with conventional approaches in which either an SLP optimization technique or TVD model (as a parametric distribution model) is used. In this study, \( c_{ij}^{\text{up}} \) and \( c_{ij}^{\text{down}} \) are considered to be $15/MWh, and \( \gamma_{ij}^{\text{up}}, \gamma_{ij}^{\text{down}}, \text{ and } \gamma_{ij}^{\text{TVD}} \) are set at $120, $200, $60, and $1200/MWh, respectively. The generation of CPPs and wind farms as well as the system’s required reserve are determined for the next 4-hour scheduling period with 10-min resolution. It is assumed that wind farms’ forecast values change from 0.06 to 0.94 p.u. Tables IV, V, and VI show the value of different parts of the CCED cost function in (14) for Cases 1, 2, and 3, respectively. The results of the proposed MILP-based model (i.e., MILP-NCF-BKDR) are shown in the first numerical column. The second numerical column reflects the results of the approach, which includes NCF and BKDR while it is solved using SLP technique (i.e., MILP-NCF-BKDR). The third numerical column indicates the results of the CCED model comprised of the CCF in (14) and TVD model and solved by SLP technique (i.e., MILP-CCEF-TVD). The comparisons show that if the proposed NCF is linearized with the piecewise linearization technique, compared to SLP-NCF-BKDR, the developed MILP-based model can decrease the total cost of the system by $985, $1,147, and $2,474 over just four hours for Cases 1 to 3, respectively. Compared with SLP-CCEF-TVD, the reductions in total cost are, respectively, $3,150, $2,303, and $6,154 for Cases 1 to 3 over four hours. A significant reduction in the system’s total cost will occur over a year if power system operators use the proposed model for two reasons. First, the proposed model, based on wind power forecast values, incorporates accurate wind power distribution models and efficiently identifies four main areas of wind power distribution (Fig. 7) so that there is no miscalculation for upward reserve, load shedding, downward reserve, and wind curtailment costs. Second, the NCF is used that allows the system operators to convert the CCED problem to an MILP-based problem and efficiently solve it using powerful off-the-shelf solvers to obtain
the more optimal solution. For example, unlike the upward reserve and wind curtailment costs, the costs of load shedding and downward reserve in Case 1 obtained by MILP-NCF-BKDR are more than those obtained by SLP-CCF-TVD. However, the total cost of wind power generation and its uncertainty for the proposed approach is $5,781 while for the other two approaches are $5,874 and $6,010, respectively. The same interpretation can be made for Cases 2 and 3. In Case 2, the total costs of wind power generation for MILP-NCF-BKDR, SLP-NCF-BKDR, and SLP-CCF-TVD are $3,313, $3,303, and $3,423, respectively. These costs for Case 3 are higher at $22,453, $21,494, and $23,150.

Although wind power related cost in the proposed model is more than other models in Cases 2 and 3, the generation and reserve costs of CPPs are less. Also, increasing wind power penetration, if appropriately managed, leads to less CPPs’ generation cost. It is worth mentioning that if the chance constraints (27) are applied for each individual wind farm without considering the joint distribution of wind farms, the solution would be over conservative. In such a case, Case 2 and Case 3 result in $227,172 and $212,443 as total cost, respectively. The high accuracy of the piecewise linearization technique guarantees that the solution of the MILP-based model is the more optimal solution of the initial non-linear CCED problem. Tables VII and VIII examine the effect of correlation among wind farms on each part of total cost. The results of MILP-based model show that high levels of correlation necessitate more reserve cost, i.e., $C^{r}$ and more expected cost of wind power misestimation, i.e., $\Sigma EC$, and the other costs, i.e., $C^{w}$ and $C^{d+2}$ are almost unchanged. However, with the SLP-based model, such statement cannot be concluded because SLP-based model might not reach the optimal solution for different correlation levels. The computation time for three utilized CCED model is indicated in Table IX. Note that for the linearization purpose in the proposed MILP-based model, the number of segments and the MILP gap equal 15 and 1%, respectively. Table X reflects the effect of the number of linearization segments and MILP gap on the convergence of the proposed MILP-based algorithm. Also, Fig. 13 shows that, by increasing the number of segments $\Delta$ for linearization purposes, the accuracy of the MILP-based model increases, but it reaches a plateau after a certain value. Fig. 14 shows the total cost of the system versus total base load changes and different values for confidence level over the range [0.90, 0.99]. The total base load varies with predefined base load coefficients from 0.75 to 1 for Case 1 and from 0.9 to 1.2 for Case 2 and Case 3. The red arrows in Fig. 14 show the results presented in Tables IV to VI, which are for CL=95%, and the base load coefficient equals one. Also, Fig. 15 shows the performance of MILP-based and SLP-based CCED models with different values of CL and correlation level. The red arrows in Fig. 15 reflect the results in Table VII and Table VIII. The Figs. 14 and 15 indicate the superiority of the proposed MILP-based model under all conditions. Fig. 16 shows the scheduled and forecast values in Case 2 for the proposed MILP-based and SLP-based models. Usually, with SLP-NCF-BKDR model, the scheduled wind power generation is lower than the corresponding forecast values for lower confidence levels (i.e., 90%) while for higher confidence levels (i.e., 99%) the scheduled wind power generation is greater than the forecast values. On the contrary, for all confidence levels in the proposed MILP-based model, the scheduled wind power generation is very close to the forecast values. The average values of RMSE for the proposed MILP-based model are 1.26, 0.87, and 0%, for 90, 95, and 99% confidence levels, respectively. In contrast, the average values of RMSE for the SLP-based model reach higher values of 2.97, 3.14, and 3.01%, respectively.

VI. CONCLUSION

This paper proposes an efficient wind power probability distribution modeling using sample moments of wind power data and BKDR technique. The proposed model shows high accuracy and low computational burden for practical applications. Also, an efficient methodology for obtaining an NCF is proposed to be able to convert the conventional non-linear CCED model to an MILP-based model using an accurate piecewise linearization technique. The proposed MILP-based CCED model is convex with respect to the continuous variables of the system and can effectively minimize the total cost. Moreover, the proposed CCED model enables power system operators to use both parametric and non-parametric models of wind power CDF. The NCF includes a set of cost coefficients which are stored in a database and calculated through CDF calculation before running CCED model. As a result, the solution process is computationally efficient and much closer to the global solution of the initial non-linear CCED problem. In addition, the proposed MILP-based model can consistently reflect the effect of WFs’ correlation on the total reserve and wind power misestimation costs. Furthermore, because the nonlinearity of the CCED cost function increases proportional to wind power generation capacity, the proposed model is very efficient in high wind power penetration scenarios. Compared to the existing approaches, the proposed CCED model leads to a more optimal generation and reserve scheduling, thereby achieving a reasonable reduction in total system costs. As future works, in the proposed MILP-based CCED model, the uncertainty of solar generation and electricity load can also be efficiently considered. Without loss of generality, the proposed NCF and MILP-based CCED model can be formed after probability distribution modeling of correlated uncertain resources such as wind power, solar power, and electricity load. Moreover, as wind farms might have different levels of uncertainty, certain penalty
factors and chance constraints might be defined for individual wind farms owning by different producers. Therefore, the required reserve for managing the underestimation and overestimation of each wind farm can be efficiently determined proportional to its level of uncertainty without calculating the aggregate wind power generation. In addition, the proposed MILP-based model might be adopted by look-ahead CCED problems using DRCC optimization approaches. In DRCC, instead of accurate distribution modeling, by defining an ambiguity set for wind power generation, a family of simple distributions are covered to compensate inaccurate distribution modeling.
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