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Abstract—Resistive oscillations of axial plasma with ionization effects are analyzed in configuration similar
to the Hall effect thrusters. From analysis of stationary equations we have identified different types of the
steady-state plasma flow profiles and use these solutions as initial conditions in time-dependent initial value
simulations. We have identified unstable regimes with intrinsic oscillations, as well as stable regions without
oscillations. It was found that nonlinear oscillations may exist in different form depending on the range of
plasma parameters. Single mode coherent, multi-mode with nonlinear harmonics, and incoherent (stochas-
tic) mode regimes were identified. We have further investigated the role of boundary conditions on the char-
acteristics of nonlinear oscillations.
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1. INTRODUCTION
Plasma f lows are typical for a large class of plasma

devices including plasma sources and accelerators,
magnetrons and MHD plasma generators [1–7].
Acceleration of partially magnetized plasma is a basis
for space propulsion systems and magnetrons where
the magnetized electrons are confined by relatively
strong magnetic field while unmagnetized ions can be
accelerated by the electric field perpendicular to the
magnetic field. Such systems are prone to a variety of
instabilities which affect discharge operation and effi-
ciency but are not well understood and remains a sub-
ject of active theoretical and experimental studies.
One example is Hall Effect Thrusters (HET) for elec-
tric propulsion in space [8–11]. In this paper we con-
sider the nonlinear dynamics of the axial modes (in
the direction of the applied electric field). Such an
instability is closely related to the well known breath-
ing mode in Hall thrusters [8, 12]. Similar instability
also exists in magnetron systems [4]. Despite long his-
tory of studies, there is no uniformly accepted model
and clear understanding of the conditions for this
instability. It is generally agreed that ionization is cru-
cial for this mode, and very basic model was proposed
based on the competition of the ionization and ion and
neutrals f low [13–15]. This model only involves ion
and neutrals with constant velocities, and no self con-

sistent evolution of the electric field is involved. The
other authors have argued that electron dynamics
[16–21] and temperature f luctuations [22]; for an
overview of the recent work see [23].

Acceleration of quasineutral plasma involves the
singularity at the sonic point where the ion velocity is
equal to the local ion sound velocity. Removal of sin-
gularity is important for the construction of smooth
solutions and was analysed in [24–26]. It was shown
recently [27] that regularization of the sonic point can
be done analytically, revealing the existence of global
constraints on stationary solutions. These constraints
define the parameters in the operational space dia-
gram for existence of stationary solutions. Different
types of steady-state solutions were found [27]
depending on the discharge current and neutral gas
injection rate. It was hypothesized that different types
of stationary solutions may have different stability
properties and different characteristics of nonlinear
oscillations (in unstable cases).

The focus of this work is a study of stability and
nature of low frequency axial oscillations for condi-
tions with different types of stationary solutions. We
use the steady-state profiles that were obtained from
the solution of stationary one-dimensional equations
and study their time evolution in the initial value non-
linear simulations. We show here that low-frequency
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Table 1. Typical plasma parameters in CHT

Parameter Value

Gas Xe
Channel length, L 3.0 cm
Channel radius, R 1.2 cm
Channel area, S 4.5 cm2

Mass f low, 0.34 mg/s

Electron temperature, 20 eV

Ion sound, 3833 m/s

Neutral velocity, 202 m/s (T = 650 K)

Electron mobility, 2.66 m2/V s

�m

eT

sc

av

μe
modes may exist in different regimes such as single
mode, highly coherent oscillations, as well as multi-
mode regimes involving several modes.

The presence of the regularized sonic point makes
stationary plasma profiles rather stiff due to global
constraints imposed at the sonic point. Therefore one
can expect that boundary conditions may affect the
stability and nature of f luctuations. We investigate the
effect of boundary conditions on the low frequency
oscillations, in particular, the role of the ion velocity
and plasma density boundary values at the anode.

In our work, we make a simplifying assumption
that the electron mobility is constant and uniform.
Typically, in such system, the electron mobility is
highly anomalous. The profiles of the anomalous
mobility are not well known [28] and the level of
anomality (deviation from the classical values) is typi-
cally largest in the near-anode region [28, 29].
Assumptions of the constant classical mobility and
constant ionization frequency, though not fully realis-
tic for practical Hall thrusters, may be most appropri-
ate for modified near-anode region of Hall thrusters.
We comment on the role of the magnitude of the
mobility on our results in the Summary section.

This paper is organized as follow. In Section 2 a
brief description of the model and simulation param-
eters are given. Section 3 discusses the structure of sta-
tionary solutions and operational space diagrams. In
Section 4 the results of stability studies for obtained
steady-state solutions are presented. Effects of bound-
ary conditions (BC) on the stability and oscillations
are considered in Section 5. Summary and conclu-
sions are given in Section 6.

2. BASIC PHYSICS MODEL FOR PLASMA 
ACCELERATION IN PRESENCE OF AXIAL 

IONIZATION AND RESISTIVITY
A basic model includes continuity equations for

plasma  and neutral  densities, the ion
momentum  equation, and the electric field E
(obtained from the Ohm’s law)

(1a)

(1b)

(1c)

(1d)

where β is the ionization rate,  is the mass of ions, 
is the neutral f low velocity,  is the dis-
charge current f lux,  is the velocity of electrons,  is
the electron mobility perpendicular to the magnetic
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field,  is the electron temperature, e is the elemen-
tary charge, and x defines the direction along the
channel axis. These equations imply quasi-neutrality:

. The ionization is included in Eqs. (1a),
(1b) with the constant velocity of neutral atoms ,
injected from the anode side and assuming a simplest
case of constant electron temperature [30, 31], so that
ionization coefficient .

The diffusion term  in Ohm’s law
results in the backward plasma f low to the anode (pre-
sheath region), and also leads to a singularity at the
sonic point, , where  is the ion sound
velocity. The neutral velocity is assumed constant,

, and ions are assumed to be cold. As noted
in the Introduction, we assume that the electron
mobility  is constant and uniform. Plasma parame-
ters typical for the cylindrical Hall thruster (CHT)
[32–34] were used in simulations. Electron tempera-
ture  was taken constant along the channel, what
implies that the ionization rate coefficient β =

 is constant as well. All parameters are
summarized in the Table 1.

3. STATIONARY SOLUTIONS
Solutions of stationary equations for accelerating

plasma flow were considered previously [24, 35]. Here
we present a semi-analytical approach from a model in
[27]. Setting all time derivatives to zero in (1) one has
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Fig. 1. Diagrams of (a)  and (b)  as functions of the discharge current  at fixed value of . Three  roots A, B, and C were
chosen to illustrate different solutions. 
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where φ is the electrostatic potential, .
The neutral’s f lux is defined as  and the fol-
lowing integral is conserved . The
neutral density at the boundary N can be found taking
into account the ion recycling at the anode: the back
flow ions driven to the anode are neutralised and
added to the neutral injection f lux, N =

, where S is a thruster channel
cross-section. The system of equations (1) can be fur-
ther transformed into a set of three ordinary differen-
tial equations for derivatives of , , and φ, which are
written as follows

(3a)

(3b)

(3c)

where , , , and D =
. The right-hand side of this system depends on

two parameters  and  as well as the running values
of  and . In case of the uniform electron tempera-
ture, the value of  is known at the singular point

 at . Thus, equations (3a)–(3c) can be
integrated from the sonic point (in both directions) if
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density is known at this point, . It turns out
that for uniform fixed temperature the value  can be
easily found from the regularity condition at the sonic
point , which is written in the form F1 =

 thus removing the singularity at the sonic
point. It is important to note that equations for all
three functions , , and  reduce to a
single equation

(4)

For given values of  and  this quadratic equa-
tion generates two roots for : the low density and
high density branches, see Fig. 1. For a given value of
mass injection rate, two branches merge defining the
critical maximal density  when the stationary solu-
tions exist; for  no stationary solutions are pos-
sible. Similar property was directly observed numeri-
cally in [27].

With the value of density from (4), the equation (3a)
can be used to find the value of the  by expan-
ding (3a) near the singular point [27]. Thus, the values
of , , and  are found, and the full profiles can be
recovered by integration from the sonic point in both
directions.

For different combinations of  and  and
parameters from Table 1 values of , , ,  were
obtained, and plasma profiles were recovered by the
integration from the sonic point in both directions: to
the anode and to the cathode. Integration was done by
using a 4th order Runge–Kutta method in two direc-
tions from  to   and from  to ,
where  was set at the sonic point. Integration in neg-
ative direction was stopped at the point when ion
velocity reached  value; thus, the possible solution
is defined on the interval larger than the thruster
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Fig. 2. Profiles of (a)  (dashed lines— ); (b) ; and (c) φ for root C. 
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length L. Fixing the system size to the given thruster
length L and taking the left boundary value at 
one obtains the value of the potential difference for a
given  and . Other solutions are possible if one
allows values at the anode .

However, not all solutions for  are possible:
for some values of  the corresponding values of the
velocity, density, and potential gradients become com-
plex. Solution of Eq. (4) is presented in Fig. 1a as a
function of  (here ), at a fixed value of .
For values of the total current smaller than some max-
imum value, Eq. (4) has two roots, which form high
density and low density branches. The real roots for ,

, , and  exist only for a certain range of  and .
It can be seen in Fig. 1b, where velocity gradient as a
function of  is shown. The real  exists only for the
high-density branch of  (shown as blue in Fig. 1a)
and small region of the low density branch.

Several points were chosen along the  curve: A, B,
and C to illustrate possible solutions for different val-
ues of the discharge current —see Fig. 1a. The cor-
responding roots for velocity gradients are marked by

= −i scv

dJ aJ
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<i sn n
sn
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sn
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the same letters on Fig. 1b. For each point on  curve
there are two reciprocal points on velocity gradient
curves.

The root C on  curve, corresponding to the high
density branch, yields two different real roots for , ,
and  yields  and . The profiles of the ion velocity,
density, and potential for these roots, obtained by inte-
gration, are shown in Fig. 2. As one can see, the 
root leads to decelerating solution and is not appropri-
ate for thruster applications. The  profile for  root
has a region of supersonic ion acceleration with possi-
ble  value at the anode sheath boundary.

The situation with A and B roots, for the discharge
current values close to the maximum, is more com-
plex, as shown in Fig. 3, which is shown not to scale.
Part of the diagram in Fig. 1a, marked with red color,
corresponds to the  range where there are four roots
of . Two roots , corresponding to the point B,
have the non-monotonic velocity profiles with two 
points, which is not possible in case of a pre-sheath
region near the anode with the negative ion flow. For
the point A, there are two monotonic solutions, an

sn
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Fig. 3. Velocity profiles for roots A and B; magnified.
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Fig. 4. Stability diagram of stationary solutions in the ,
, and  space at a fixed value of  (not in scale). In

Zone 1, profiles are stable, there are no oscillations. In
Zone 2, there exist strongly coherent oscillations. In
Zone 3, the multi-mode oscillations are present. The
green dashed part of the diagram correspond to  values
for which no real values of derivatives , ,  exist. For
red dashed part of the diagram there are no physically rel-
evant solutions. Parts of the diagram shown by the dashed
line in region 3 do not have solutions of physical interest. 
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only root  produces a profile with supersonic accel-
eration, which can be matched to the sheath boundary
at the anode.

From previous results it is clear that for the given
value of the mass f lux  there exist a range of the dis-
charge currents , where it is possible to find an
accelerating solution; however, there exists a range of

 and  values where there are no stationary solu-
tions. The described method allows for obtaining
steady-state profiles for various values of operational
space parameters, e.g., range of solutions exists with
values of the ion velocity at anode  [27].

4. STABILITY OF STATIONARY SOLUTIONS

We have studied the full time-dependent problem,
given by equations (1), using stationary solutions
obtained in previous section as an initial state. Initial
value problem simulations were performed with
BOUT++ framework [36]. Only profiles with Bohm
boundary condition ( ) at the anode sheath
were considered. In this case each profile corre-
sponded to different values of , whilst the value of
the mass f low  was fixed. Time-dependent simula-
tions were performed for these profiles, used as an ini-
tial state (with corresponding BC). The time evolution
of the discharge current and characteristic frequency
were followed. The main result of these simulations is
outlined in the diagram Fig. 4.

It was found that for lower values of the discharge
current (in Zone 1, orange solid) the stationary pro-
files remain stable and there are no current oscillations
in this region. The discharge current oscillations
appear for profiles from Zone 2. As the value of 
increases (from left boundary to the right boundary of
Zone 2) oscillation frequency and oscillation ampli-
tude started to grow. This is illustrated in Figs. 5a, 5b.
However, nature of these oscillations remains the
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same: the oscillations are purely sinusoidal with one
dominant frequency (see Figs. 6a, 6d). At the begin-
ning of Zone 3 frequency and amplitude continue to
grow (see Figs. 5a, 5b); however there is a transition to
multimode oscillations (see Figs. 6b, 6e). At the end of
Zone 3 oscillations amplitude reaches its maximum,
but frequency drops abruptly and oscillations become
strongly non-linear as in Figs. 6c, 6f.

Figure 5a shows the discharge current (squares)
and fluctuations amplitude (triangles) as a function of
the discharge voltage, , obtained in the time-
dependent simulations. Oscillation frequencies are
shown in Fig. 5b. Values of the discharge voltage were
found from the stationary solution. As one can see,
oscillations of the discharge current grow when roots
are getting closer to the maximum possible value of

. However, there is a region where there are no
oscillations at all. It corresponds to Zone 1 in diagram
Fig. 4. This I–V curve has similar features to the
experimental diagram (see Fig. 4 in [37]). Comparison
between the discharge and ion currents,  is shown in
Fig. 5c. It is interesting to note that the increase in the
discharge current does not result in the corresponding
growth of the ion current, which remains almost con-

DU

DU

iI
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Fig. 5. (a) Extremes of the discharge current f luctuations (triangles) and values of the discharge current (squares) as functions of
the discharge voltage. Discharge current traces for points marked with crosses are shown in Fig. 6. (b) Oscillation frequency as a
function of the discharge voltage. (c) Discharge (squares) and ion (circles) currents as functions of the discharge voltage. Here
and below, the bar symbol corresponds to the time average current value. 
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Fig. 6. Discharge current traces (a–c) and corresponding spectra (d–f) for different values of , shown with marks in Fig. 5. 
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stant. This means that the efficiency of the thruster
decreases.

Mode transition, from a single mode oscillations to
multi-mode oscillations and then to non-sinusoidal
type of oscillation, is shown in Fig. 6. For low values of
the discharge current, oscillations are perfectly sinu-
soidal, see Figs. 6a, 6d, with one dominant mode.
When current increases, what corresponds to roots
from Zone 3, multimode oscillation appears, see
Figs. 6b, 6e. When current is at maximum possible
PLASMA PHYSICS REPORTS  Vol. 46  No. 4  2020
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Fig. 7. Effect of plasma density  boundary condition at the anode on unstable profile. (a) Values of the discharge and ion cur-
rents. (b) Extremes of the discharge current f luctuations (triangles) and values of the discharge current (squares). (c) Oscillation
frequency. Here  is the value of the density obtained from stationary solutions. 
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value, oscillations become non-sinusoidal single
mode type, see Figs. 6c, 6f.

5. EFFECT OF BOUNDARY CONDITIONS
ON THE STABILITY AND OSCILLATIONS 

CHARACTERISTICS
In this section, the effect of boundary conditions

(BC) on the behavior of stationary solutions were
studied. In previous section, the same Dirichlet type
boundary conditions for plasma density and ion veloc-
ity were used as those determined from stationary pro-
files. The assumption was made, that the “wrong”
BC, that are different from those obtained from sta-
tionary solutions, may affect oscillations. To investi-
gate this hypothesis, two types of stationary solutions
were chosen: stable and unstable (from Zone 1 and
Zone 2, respectively); and boundary condition either
for the ion velocity or plasma density were changed
from the one in the stationary solution, while another
condition was kept the same as obtained from station-
ary solutions.

5.1. Effect of Boundary Conditions 
on Unstable Profiles

First, unstable profiles were studied with imposed
BC on plasma density, while the BC for the ion veloc-
ity was kept constant . Results of time-depen-
dent simulations are shown in Fig. 7. Figures show the
discharge and ion currents (Fig. 7a), discharge current
oscillations (Fig. 7b), and oscillation frequency
(Fig. 7c) as a function of the plasma density at the
anode boundary. Plasma density is represented as a
ratio of the imposed value  to the value found from
the stationary solutions . Increase of the plasma
density results in the growth of the discharge current,
however, changes in the ion current are less significant

= −i scv

iN
i0N
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(see Fig. 7a). Oscillation amplitudes and frequencies
are strongly affected by the plasma density at the
boundary. Increase of the plasma density at the anode
leads to decrease in oscillation amplitude and growth
of the oscillation frequency. There is a threshold value,
after which oscillations disappear (see Figs. 7b, 7c).

Effect of the ion velocity BC is presented in Fig. 8.
Results are shown as functions of the ratio of the
imposed ion velocity to the ion sound velocity . Vari-
ations of BC at the anode mainly result in changes in
oscillation amplitude (see Fig. 8b). There is a change
in the discharge and ion current values; however, they
are smaller, compare to the case of ion density varia-
tions. Frequency of oscillations is weakly affected by
ion velocity BC (see Fig. 8c). Interestingly, changes in
ion velocity BC do not lead to a suppression of oscilla-
tions. In general, the effect of the ion velocity BC is
less prominent, compared to the effect of the plasma
density.

5.2. Effect of Boundary Conditions
on Stable Profiles

Same simulations, as described before, were per-
formed for the case of stable profiles. These profiles do
not have intrinsic oscillations, and thus, can be used to
verify whether different boundary conditions can
cause the system to become unstable.

Effect of plasma density BC is shown in Fig. 9.
Similarly to the case of unstable profiles, increase in
plasma density leads to the growth of the discharge
and ion currents, and this change is almost linear. In
this case, ion current changes proportionally to the
increase of the discharge current. However, increased
ion density BC does not cause destabilization of the
system, as can be seen in Fig. 9b, when oscillations are
absent for a whole range of imposed density values.

sc
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Fig. 8. Effect of ion velocity  boundary condition at the anode on unstable profile. (a) The discharge and ion currents.
(b) Extremes of the discharge current fluctuations (triangles) and values of the discharge current (squares). (c) Oscillation frequency. 
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Changes in ion velocity at the anode boundary lead
to a variation of the discharge and ion currents. Same
as for unstable profiles, this change is smaller com-
pared to the case of ion density BC variations. How-
ever, there is an important difference, as changes in
ion velocity can lead to destabilizing the profile. This
occurs for a narrow range of ion velocity values,
slightly higher than the ion sound velocity. There are
single-mode oscillations in the system in this case with
frequencies f ~ 64.8 kHz, as shown in Fig. 10c.

6. SUMMARY

We have studied the stability properties of the axial
ionization mode by using steady-state solutions as an
initial state in the time-dependent problem. The time
dependent simulations of the system of nonlinear par-
tial differential equations require specification of
boundary conditions at the anode. The physics and
the exact form of boundary conditions on the anode
side of quasineutral region is not completely clear.
Assuming existence of the anode sheath, the boundary
condition at the boundary of quasineutral region takes
the Bohm form . The zero velocity condition

 was also used for studies of stationary solutions
[38]. It was pointed out that the regimes with modified
anode sheath or no sheath are possible in Hall thrust-
ers [30, 39–42], thus opening up possibilities for dif-
ferent boundary conditions. This motivated us to con-
sider the role of modified anode boundary conditions
on the mode stability (Fig. 10). 

Assuming  for the ion velocity, boundary
condition for the plasma density was obtained self-
consistently from the steady-state solution. It was
shown that in this case, the operational space diagram
is split into three zones. Profiles obtained for the val-
ues of the discharge current in Zone 1 are stable and
do not have intrinsic oscillations. Profiles in the
Zone 2 are unstable with sinusoidal-like single-mode
oscillations. Profiles in the Zone 3 are unstable show-
ing strongly nonlinear multi-mode oscillations. This
result can be related to the mode transitions, observed
experimentally in previous works by Sekerak et al. [43,
44].

To study broader effects of modified boundary
conditions, we have considered stability of steady-
state profiles allowing for boundary conditions differ-
ent from those obtained self-consistently for station-
ary solutions. Profiles from the Zone 1 (stable zone)
and Zone 2 (unstable zone) were considered. It was
found that for stable profiles (from Zone 1), modifica-
tion of the density BC does not affect system behavior
significantly. There is a linear change in the stationary
values of the discharge and ion currents, nonetheless,
this does not lead to the excitation of oscillations in the
system. Modification of the ion velocity can lead to
the destabilization, but in a narrow region. The result-
ing oscillations are single-mode oscillations with small

= −i scv

=i 0v

= −i scv
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(compared to the DC level) amplitude, suggesting that
the oscillations are in the linear regime [45].

In case of the unstable profiles (Zone 2), modifica-
tion of the density at the boundary has the strongest
effect on the system stability. There exists a threshold
level of density for which the oscillations disappear.
Increase of the density at the boundary results in the
growth of the oscillation frequency as well. Variations
of the ion velocity at the boundary have a small effect
on the system behavior. There are minor changes in
oscillation amplitudes and frequencies, however, the
system remains unstable.

Stability of accelerated plasma f low studied in this
paper is governed by the interplay of the electron
mobility, diffusion, and ionization, which is most sim-
ilar to the conditions of the breathing mode in Hall
thruster. The mobility is anomalous in Hall thrusters;
the exact values and the profile of the anomalous
mobility (collision frequency) are not so well known
[28]. We have used a simplified model with a uniform
and constant electron mobility, even though such con-
ditions are not fully realistic for the Hall thrusters,
except may be the near anode region. Changing
mobility to larger (anomalous) values will result in
lower oscillation frequency but it is expected that the
general mode behavior and role of boundary condi-
tions will remain similar to our results. We expect that
general results of this study will be useful for analysis of
the behavior of the breathing mode in experiments for
discharge control [46–49] and diagnostic purposes
[45, 50], as well as for studies of the regimes with mod-
ified anode sheath or no sheath conditions [30, 39].

It is worth noting that axial oscillations of plasma
parameters may affect the azimuthal modes driven by
density gradients [51, 52], and such a coupling [53]
may be different depending on the type of the excited
axial modes. It was suggested [54] that the resistive
mode instability [55] is crucial for the breathing
modes. Such instabilities, excited by the axial electron
(resistive) current and the accelerated ion beam [56,
57] are also expected in other systems [1–7].
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