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ABSTRACT

We present global linear and nonlinear simulations of ion temperature gradient instabilities based on a fluid formulation, with an adapted
version of the JOREK code. These simulations are performed in realistic global tokamak equilibria based on the solution of the
Grad–Shafranov equation. Benchmarking of linear growth rates was successfully completed with respect to previously published data. We
find two distinct types of eigenstructures, depending on the magnetic shear. For high shear, when the coupling of poloidal harmonics is
strong, ballooning-type eigenmodes are formed, which are up-down asymmetric with a finite ballooning angle, h0. The poloidal harmonics
which form the global eigenmode are found to demonstrate a radial shift, being centered well outside of their corresponding rational surface.
Stronger diamagnetic effects increase both h0 and proportionately shift the m harmonics to larger radii (by as much as two rational surfaces).
In the low shear regime, the unstable eigenmodes become narrowly localized between neighboring pairs of rational surfaces, and exhibit no
up-down asymmetry. Our simulations also show the generation of finite Reynolds stress due to nonlocal/global profile effects. This stress
possesses both poloidally symmetric (n ¼ m ¼ 0) and asymmetric (finite-m) components. Turbulent saturation in nonlinear simulations is
demonstrated for both shear regimes.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0006765

I. INTRODUCTION

Ion Temperature Gradient (ITG) instabilities are a dominant
contributor to the turbulent ion energy losses in tokamaks. Although
the simplest ITG modes can be obtained in a local approximation, full
solutions for unstable ITG modes are sensitive to global profiles and
magnetic geometry effects. Shear flows, up-down asymmetry in diver-
tor configurations, and nonlocal effects arising from magnetic shear,
plasma density, and temperature profiles lead to nontrivial global
eigenmodes,1–3 e.g., up-down asymmetric modes centered away from
the outboard midplane and rotated by the so-called ballooning angle,
h0 6¼ 0. In local flux-tube simulations, a finite value of h0 can be intro-
duced as an external parameter which maximizes the growth rates,4,5

so that h0 is the expected location for the most unstable local mode.
Profile and finite h0 effects have been investigated within generalized
2D ballooning theory.1,6,7 Global solutions can be built from local (flux

tube) simulations, in which the higher order effects are captured by
the finite ballooning angle found from 2D analytical theory.3,5,8,9

Global profiles and shear flow effects on micro-instabilities have been
studied with global electrostatic gyrokinetic codes, such as LORB5,10

GYSELA,11–13 and others.14–19 It has also been shown that the nontriv-
ial nature of global eigenmodes, in particular the broken symmetry,
strongly influences the Reynolds stress generation from such
modes.1,3,7,8,20,21 All such effects are important for edge plasmas and
Edge Localized Mode (ELM) dynamics,22 particularly for divertor con-
figurations near the separatrix,2 resonant interactions with external
magnetic perturbations,23,24 transport barrier formation,25–29 and
more generally, for the excitation of microinstabilities in configura-
tions with magnetic islands.30

The goal of this work is to study linear and nonlinear micro-
instabilities, particularly ITGs, in global magnetic field and plasma
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pressure configurations. We have been developing global simulations
of ITG turbulence using an electrostatic adaptation of the JOREK
code, which is a global finite element fluid code originally designed for
simulations of ELMs in complete X-point geometry. The implementa-
tion of this electrostatic fluid description of ITG modes into JOREK
takes advantage of the previous extensive development of the code
with respect to equilibrium, geometry, and numerical methods, which
were originally applied to MHD simulations. In particular, the realistic
equilibrium obtained from the Grad–Shafranov solver, flux-aligned
grid needed for modeling, and all numerical developments of the
sparse matrix solver were used here. These features allow us to con-
sider the excitation and interaction of ITGmodes across many rational
surfaces, along with including macroscopic tokamak phenomena. In
this paper, we first demonstrate successful benchmarking to the linear
growth rate data in Refs. 31 and 32. Although our equilibria are poloi-
dally symmetric, these simulations do indeed develop the up-down
asymmetry in the mode structure, enumerated by the finite ballooning
angle, h0 6¼ 0. In varying the magnetic shear, while maintaining the
same temperature gradients, we have shown a transition from the typi-
cal global ballooning mode structure, where h0 > 0, to modes which
are radially localized between adjacent rational surfaces, which retain
their up-down symmetry, h0 ¼ 0, as is typical for slab-like modes. The
transition to localized modes occurs for low values of magnetic shear,
ŝ ¼ dðln qÞ=dðln rÞ� 0:7 (where q is the safety factor and r is the
minor radius), at which the elongated ballooning structure breaks
down due to weaker coupling between poloidal harmonics.

In this paper, we also study the structure of the quasilinear
Reynolds stress, which arises due to global geometric effects. Reynolds
stress drives plasma rotation, and can lead to the generation of poloi-
dal shear flows, which have been shown to suppress turbulent trans-
port by stretching and breaking apart turbulent vortices.33 This limits
the spatial scale over which the vortices can transfer energy, resulting
in turbulent self-stabilization. If the flows become strong enough, they
can lead to the formation of transport barriers, which are most likely
responsible for the transition between low and high confinement
regimes (L-mode and H-mode, respectively). Transport barrier forma-
tion is commonly studied in the context of zonal flows, which are
poloidally and toroidally symmetric flows, n ¼ m ¼ 0, however there
is growing interest in poloidally asymmetric flows (convective cells),
which have been detected experimentally.34 In particular, the m¼ 1
component of the turbulent Reynolds stress is of interest for the gener-
ation of Geodesic Acoustic Modes (GAMs).

It has been pointed out that the eigenmode asymmetries (i.e., bal-
looning angle) predicted within the generalized 2D ballooning theory
can also lead to significant residual Reynolds stress.1,20,21 Generalized
ballooning theory, which includes global profile effects, also predicts a
combined monopole m¼ 0 and m¼ 1 dipole structure of the
Reynolds stress, even in poloidally symmetric equilibria.1,3,6,35 In this
paper, we investigate these mechanisms by studying the poloidal struc-
ture of the Reynolds stress depending on the value of the magnetic
shear and demonstrate significant generation of Reynolds stress due to
magnetic shear, diamagnetic, and global profile effects.

Mode saturation in multi-harmonic simulations of multiple
n> 0 is also demonstrated and analyzed. This occurs for all shear con-
figurations, however, the resultant energy level distribution of each
constituent n harmonic can be markedly different. Furthermore, for
low shear configurations, we find the possibility of nonlinear

saturation in single-n simulations (without coupling to n¼ 0), occur-
ring by the coupling of unstable poloidal harmonics to stable ones.
This occurs since we use a non-Boussinesq form of the vorticity36

which leads to cubic interactions between three variables, allowing a
single toroidal mode n to couple to itself.

In Sec. II, we describe the two constituent components of our
ITG model, and describe their linear analytic behavior. Following this,
in Sec. III we briefly overview JOREK, the code we use for the simula-
tion, outline our calculation of equilibrium, and describe the combined
nonlinear model used in simulations. Section IV, describes our bench-
marking comparisons to existing simulations, and Sec. V offers a thor-
ough analysis of the two distinct mode types which arise in
simulations of a single toroidal mode number. Section VI then investi-
gates the Reynolds stress of each of these mode types. Section VII cov-
ers the nonlinear behavior in our simulations, beginning by discussing
saturation occurring via coupling between m modes, then moving on
to turbulent states including multiple n> 0 modes. Finally, we con-
clude in Sec. VIII by offering a summary of our results.

II. LINEAR ITG THEORY

There are two main types of ITG modes, commonly referred to
as the toroidal37–40 and slab41–44 ITGs. Both modes are driven by nega-
tive effective compressibility, where an increase in density occurs with
a decrease in pressure (@pi=@ni < 0, where pi and ni are the ion pres-
sure and density, respectively). The toroidal ITG (tITG) mode is an
interchange mode, and is thus only unstable in a particular configura-
tion—namely, when a force is directed against a density gradient. The
prototypical example of an interchange mode is the Rayleigh Taylor
instability, where for a heavy fluid above a light one, the downward
force of gravity is directed opposite the upward density gradient.
Conceptually, this mechanism is the fluid equivalent of a pendulum in
an inverted state. For the tITG, the force is provided by the magnetic
gradient and curvature, and this force opposes the density gradient on
the low field side, in the so-called “unfavorable curvature” region.

For the slab ITG (sITG) mode, different contributions of the par-
allel and perpendicular fluxes can result in negative effective compress-
ibility. When the gradient in temperature surpasses the gradient in
density, a region can experience a net inflow of pressure, being carried
most rapidly perpendicular to the magnetic field, while the net flux of
density is negative, being carried mostly rapidly parallel to the field.
This allows local changes in density and pressure to be of opposite
sign, and thus @pi=@ni < 0.

In our model, stabilization of short wavelengths is provided by
ion inertia. This effect results in an ion sound Larmor radius term,
which stabilizes the mode at a high k?qi (where k? is the perpendicu-
lar wavenumber and qi the ion gyroradius). In the present work, we
ignore the consideration of ion Landau damping, which can be
included later using an appropriate closure relation.45,46

A. Toroidal ITG

We begin our derivation of the tITG by considering the electron
dynamics, which is governed by the electrostatic parallel electron
momentum balance in which inertia is ignored

0 ¼ enerk~/ �rk ~pe : (1)

Here, ne (later ni) is the electron (ion) number density, / is the poten-
tial, pe (later pi) is the electron (ion) pressure, and in the local model,
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rk is the derivative along z. This approximation is valid for the low
frequency regime, x� kzvTe (where kz is the wave number along the
magnetic field direction and vTe (later vTi) the electron (ion) thermal
velocity), and treats the electrons as adiabatic, resulting in the
Boltzmann relation

~ne ¼
1
s
e~/
Ti0

n0; (2)

where s ¼ Te0=Ti0 is a constant based on centerline temperatures, n0
is the equilibrium density, and the over-tilde is used to highlight some
of the fluctuating quantities (mainly variables).

To describe the ion dynamics, we utilize the ion continuity and
energy equations

@ni
@t
þr � ni vE þ vpið Þ½ � þ ni0r � vIi ¼ 0; (3)

@pi
@t
þ vE � rpi þ

5
3
pir � vE þ vpið Þ þ

2
3
r � q ¼ 0; (4)

where ni0 ¼ n0 is the equilibrium ion density, and q is the heat flux.
The E�B, diamagnetic, and inertial drifts are

vE ¼
b̂�r~/

B
; vpi ¼

b̂�rpi
eniB

; vIi ¼
1

xci
b̂� d0

dt
vE;

respectively, and have been obtained from the perpendicular momen-
tum equation assuming x� xci (xci the ion cyclotron frequency)
and d0=dt ¼ @=@t þ vE � r is the convective derivative including
only the E� B drift. Note that we have used the Boussinesq approxi-
mation in (3), which omits density convection by the inertial drift.
Furthermore, for the meantime, the diamagnetic drift is neglected
within the inertial drift, however, it will be included later in the nonlin-
ear JOREK system via the gyroviscous cancelation.47 This system of
equations is supplemented using quasineutrality ne¼ ni, and the dia-
magnetic heat flux,48 q ¼ qð0Þ

qð0Þ ¼ 5
2
pi
eB0

b̂�rTi: (5)

It is important to note that this closure includes only fluid effects, and
thus the effect of ion Landau damping is not investigated at this time.
This model for tITGs is quite similar to the Weiland model,39,40 which
has been used extensively in ITG investigations.

Using local slab coordinates (x radial, y poloidal, and z along B),
and the normalized variables U ¼ e~/=Ti0; P ¼ ~pi=pi0, the continuity
and energy equations become

1
s
@U
@t
� sq2

s
@

@t
r2
?U ¼ v�i

@U
@y
� vDi � r Uþ Pð Þ; (6)

@P
@t
¼ ð1þ giÞv�i

@U
@y
� 5
3
vDi � r U 1� 1

s

� �
þ 2P

� �
; (7)

where the magnetic curvature and gradient drift, and the equilibrium
diamagnetic drift are

vDi ¼
2Ti

eB
ðb̂�r lnBÞ; v�i ¼

Ti

eB
@ðln ni0Þ
@x

;

respectively, gi ¼ @ lnTi0=@ ln ni0, and q2
s ¼ Temi=e2B2, is the ion

sound Larmor radius. Here, the terms proportional to v�i originate

from the E� B advection of density and pressure, whereas those pro-
portional to vDi originate from the divergence of the E� B and dia-
magnetic drifts, along with r � qð0Þ. Note that due to quasineutrality
and our use of adiabatic electrons, the continuity equation now
appears as an equation for potential.

Neglecting the inertial term, proportional to q2
s , and considering

plane waves, this system can be reduced to the dispersion relation

x ¼ 5
3
xDi þ

s
2

xDi � x�ið Þ6
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sxDix�i gcr � gið Þ

p
; (8)

where xDi ¼ vDiky; x�i ¼ v�iky (ky is the wavenumber in the y direc-
tion), and

gcr ¼
2
3
þ s
4

xDi

x�i
þ x�i

xDi
� 2

� �
þ 10

9s
xDi

x�i
: (9)

Thus, the tITG system is unstable for gi > gcr .

B. Slab ITG

As with the tITG, we consider adiabatic electrons for the sITG, as
defined in (2). We neglect the toroidal effects, provided by the diamag-
netic drifts, and instability is now provided via parallel ion motion,
which is included by incorporating the parallel ion velocity, ~v ik, and
the parallel ion momentum equation

@ni
@t
þr � niðvE þ ~v ikb̂Þ

h i
þ nir � vIi ¼ 0; (10)

@pi
@t
þ ðvE þ ~v ikb̂Þ � rpi þ

5
3
pir � ðvE þ ~v ikb̂Þ ¼ 0; (11)

nimi
@~v ik
@t
þ ðvE þ ~v ikb̂Þ � r~v ik ¼ �enirk~/ �rk ~pi : (12)

The same simplifications for vE occur as in the tITG, and ~v ik is
retained as a variable. Utilizing the normalized variable Vik ¼ ~v ik=vTi,
along with U and P as before, results in the linearized system

1
s
@U
@t
� q2

s

s
@

@t
r2
?U ¼ v�i

@U
@y
� vTi

@Vik
@z

; (13)

@P
@t
¼ ð1þ giÞv�i

@U
@y
� 5
3
vTi

@Vik
@z

; (14)

@Vik
@t
¼ �vTi

@U
@z
� vTi

@P
@z
: (15)

Although the tITG mechanism is easily visualized through the
Rayleigh–Taylor instability, the sITG is not so simple. Nevertheless,
insight into how instability arises within the sITG can be found by
expanding the spatial components of these equations onto a Fourier
basis. This yields

@U
@t
¼ iv�ikyU� ivTikzVik; (16)

@P
@t
¼ ið1þ giÞv�ikyU� i

5
3
vTikzVik; (17)

@Vik
@t
¼ �ivTikzðUþ PÞ; (18)

where we have ignored inertia and consider s¼ 1 for simplicity. For a
positive perturbation in potential and pressure, i.e., a locally increased
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ion density, (18) shows that the ions will spread away along the field
lines, departing from the considered region. The corresponding
decreases in density and pressure are encapsulated in the rightmost
terms in (16) and (17). Note that these first two equations are nearly
identical, except for the factors of ð1þ giÞ, and 5/3 in the pressure
equation (17). For ð1þ giÞ ¼ 5=3 these two equations will yield dif-
fering rates of change in density and pressure, however, they can cer-
tainly not take on different signs (what is needed for a negative
compressibility instability). Considering, now, ð1þ giÞ > 5=3, and all
terms on the right hand side being positive, we see that the time rate of
change in pressure can, in fact, take on a different sign than the time
rate of change in density, which is proportional to U. This is the source
of the instability.

To see how this occurs practically, consider Fig. 1, in which
ð1þ giÞ > 5=3, and there is a positive perturbation in ion density
(and subsequently potential and pressure). This perturbation results in
the formation of a E� B vortex, owing to the first term on the right-
hand side of (16) and (17). On the lower part of this vortex, since the
pressure gradient is larger than the density gradient, more pressure
will be convected into the area than density—to make this clear, we
can imagine the density gradient as vanishingly small, thus eliminating
the density convection entirely. At the same time, density leaves the
region along the field line. Thus, the lower part of the vortex experien-
ces increasing pressure (from the E� B convection) and decreasing
density (from the parallel motion)—negative compressibility. In the
case when the density gradient is finite, the situation simply amounts
to the net change in pressure being positive, due to its E� B convec-
tion into the region outpacing its parallel motion out of it, while the
net change in density is negative, due to its parallel motion outpacing
its E� B convection.

The system of equations defined by (13)–(15) can be reduced to
the following dispersion relation:

x
x

k2kv
2
Ti

x
s
þ x�i

� �
� 1

" #
� 5
3
x
s
þ gi �

2
3

� �
x�i ¼ 0: (19)

In the limit of kkvTi � 1, the cubic term dominates, and we are left
with

x3 þ k2kv
2
Tisðgi � 2=3Þx�i ¼ 0: (20)

This is always unstable, provided gi 6¼ 2=3, as is the case for common
fluid models of the sITG,41,42 unlike the critical thresholds for the
sITG which arise in kinetic models.43,44

C. Linear analysis of the general model

The general ITG model is composed of both the tITG and sITG
mechanisms, and is given by

@ni
@t
þr � niðvE þ vpi þ ~v ikb̂Þ

h i
þ ni0r � vIi ¼ 0; (21)

@pi
@t
þ ðvE þ ~v ikb̂Þ � rpi

þ 5
3
pir � ðvE þ vpi þ ~v ikb̂Þ ¼ �

2
3
r � q; (22)

nimi
@~v ik
@t
þ ðvE þ ~v ikb̂Þ � r~v ik ¼ �enir~/ �rk ~pi ; (23)

along with (1) and quasineutrality. The linearized system is given by

1
s
@U
@t
� q2

s

s
@

@t
r2
?U ¼ v�i

@U
@y
� vDi � r Uþ Pð Þ � vTi

@Vik
@z

; (24)

@P
@t
¼ ð1þ giÞv�i

@U
@y

� 5
3
vDi � r U 1� 1

s

� �
þ 2P

� �
� 5
3
vTi

@Vik
@z

; (25)

@Vik
@t
¼ �vTi

@U
@z
� vTi

@P
@z
: (26)

For local analysis, we select

kz ¼ �
x
Ls
ky; (27)

as is geometrically appropriate for slab coordinates (ikz ¼ b̂�r), where
x is the distance from the rational surface, Ls ¼ Rq=̂s is the magnetic
shear length, and ŝ ¼ @ ln q=@ ln r is the magnetic shear. We estimate
an appropriate distance x, using a relevant simulation presented later
in Fig. 5(a). It will be shown that in this case (which is the most radi-
ally localized global mode), the mode appears directly between two
rational surfaces, at a distance of x ¼ 1 cm from each of them.

Since kx only appears within k?, and subsequently only leads to
mode stabilization through the ion sound Larmour radius term, we
utilize the value kx¼ 0. With these values, along with
q ¼ 1:4;R ¼ 171 cm; and ŝ ¼ 1=2, the growth rate and frequency of
the local tITG, sITG, and ITG models are shown in Fig. 2. We can see
that the general ITG behavior is dominated by the tITG, with some
competition in mode growth49 arising from the slab mechanism. The
frequency of the general mode is, however, larger than that of both
tITG and sITG, and increases for increasing magnetic shear. The mag-
netic shear only effects the sITG components (via the determination of

FIG. 1. Schematic of the sITG mechanism (see the text for description). Note,
N ¼ ~ni=ni0 � U is only used in this image—U is the main variable.
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kz), and the sITG is stable as ŝ ! 0, where the growth rate curve is
flattened to larger kyqi, and for ŝ 	 1:2, where the region of instability
is pushed toward the origin. This behavior affects the ITGmode differ-
ently, for which the overall behavior approaches that of the tITG in
the limit ŝ ! 0, whereas for ŝ 	 1:3, the ITG is stabilized.

III. THE JOREK CODE

JOREK was designed to simulate large-scale MHD phenomena,
such as edge-localized modes and disruptions in realistic tokamak
geometry.50–52 JOREK simulates the complete tokamak domain
(including the scrape-off-layer) by using Fourier decomposition in the
toroidal direction, and the finite element method in the poloidal plane.
Each element is decomposed on the basis of cubic Hermite polyno-
mials, which allow for accurate representations of the variables and
their second order derivatives on the scale of the grid size. For the pur-
pose of this investigation, we have adapted the code to simulate our
two-fluid model at scales relevant to ITGmicroturbulence.

A. Equilibrium in JOREK

Before the numerical simulation of our ITG equations can begin,
an equilibrium state must be defined. JOREK uses a built-in equilib-
rium solver which calculates a full MHD equilibrium, utilizing the
Grad–Shafranov equation

R
@

@R
1
R
@w
@R

� �
þ @

2w
@Z2
¼ �Pf l0R

2p0ðwÞ � l2
0FðwÞF0ðwÞ: (28)

This equation is represented in the poloidal plane with coordinates R
and Z, where the angular coordinate, u, represents the toroidal direc-
tion. The boundary conditions for the magnetic flux coordinate,
w ¼ wðR;ZÞ, define the poloidal boundaries, and the pressure, pðwÞ,
and toroidal field function, FðwÞ, are defined as inputs. For our pur-
poses, the “pressure factor,” Pf 
 1 is utilized to modify the calculated
equilibrium by artificially reducing the pressure gradient. This reduces
the Shafranov shift and increases the safety factor and shear profiles by
increasing the relative significance of the FF0 term. This factor was

introduced to match with the original benchmarking paper, Ref. 31.
This paper used a circular modified equilibrium without the
Shafranov shift, so for fair comparison, we were obliged to adapt to
this situation, calculating first our equilibrium and the corresponding
mesh by utilizing realistic and comparable values for the current pro-
file, but imposing an artificially reduced pressure profile. It would be
possible to achieve the same result through careful and significant
modification of the current profile, however, this methodology was
not pursued in depth, although several results which employed this
method will be discussed below.

For the duration of this paper, we use the same magnetic bound-
ary conditions, and input profiles, and we vary only the value of Pf.
This leaves the gi profile as a function of w or the minor radius, r, as
well as the gradients as a function of w unchanged. The gradients do
change slightly with respect to r due to variation of the Shafranov shift
with different values of Pf, and the subsequent differences between the
Low and High Field Sides (LFS and HFS, respectively). For this reason,
all results will be reported with respect to w. The input profiles are
based on the well-known CYCLONE base case,31 where we matched
their values of LT¼ 25 cm and ŝ ¼ 0:78 where our modes are formed.
A plot of the gi parameter, along with the magnetic shear for three
select values of Pf ¼ 1; 1=2; 1=100, is shown in Fig. 3. These three
values of shear will be used throughout the paper, and will be referred
to as the low, medium, and high shear cases, respectively. The value of
q where the modes are typically formed for these three cases are
q ¼ 1:1; 1:25; and 1:6, respectively. The profiles of temperature, den-
sity, and FF0 are taken as

TðwÞ ¼ 0:0906tanh
w� 0:32

0:3

� �
þ 0:03

� �
1

kBl0n0
; (29)

qðwÞ ¼ 0:5tanh
w� 0:32

0:5

� �
þ 0:5

� �
2min0; (30)

FIG. 2. Analytical growth rate and frequency of tITG, sITG, and ITG models.
Normalized with vTi ¼ 4:48� 105 m/s and Ln ¼ 76:6 cm.

FIG. 3. Shear profile for the low (Pf¼ 1), medium (Pf ¼ 1=2), and high
(Pf ¼ 1=100) shear cases, alongside the gi profile used for all simulations. Also
shown are typical global profiles of / identifying where the mode is commonly
located.
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FF0ðwÞ ¼ 3:6ð1� 1:8wþ w2Þ þ 1
2
sech2ðw� 10Þ

� �

� 1
2
� 1
2
tanh

w� 5
0:03

� �� �
1
l2
0
; (31)

where w is normalized between 0 and 1, and n0 ¼ 6:1� 10�19 m�3.
The input pðwÞ is simply the product of (29) and (30). Normalizations
are discussed in Sec. III B, and for the present investigation the equilib-
rium electrostatic potential is set to zero. In this paper, all our simula-
tions are conducted in circular geometry with a minor radius
a ¼ 62:5 cm and a major radius R0 ¼ 170 cm.

B. ITG model implemented in the JOREK code

For the simulation in JOREK, we adapt the system of equations
for the local ITG system, defined by (2) and (21)–(23). The JOREK
model includes the tITG and sITG, and also includes parallel ion
motion in the convective derivatives. In addition, we retain the density
convection by the ion inertial drift, vIi � rni, therefore forgoing the
Boussinesq approximation.36 This is achieved by retaining the total ni
within the divergence of the (poloidal) vorticity term

X ¼ r � nimi

eB2
r?/

� �
: (32)

Utilizing the gyroviscous cancelation,47 with the convective derivative
defined as d=dt ¼ @=@t þ ðvE þ vpi þ vikb̂Þ � r in vIi ¼ x�1ci b̂
�dvE=dt, the inertial term becomes r � ðnivIiÞ ¼ �dX=dt. Thus, the
density, pressure, and parallel velocity equations used for the simula-
tion are53

d
dt

ni � Xð Þ þ nir � ðvE þ vpi þ vikb̂Þ ¼ r � D?rnið Þ; (33)

d1pi
dt
þ 5
3
pir � ðvE þ vpi þ vikb̂Þ

¼ � 2
3
r � qð0Þ þ r � ðK?r?Ti þ b̂KkrkTiÞ; (34)

ni
d1vik
dt
¼ �enirk/�rkpi þ lkr2vik; (35)

where D?; K?, and lk are small diffusion coefficients used to help
maintain numerical stability, and Kk, is used to encapsulate parallel
temperature flux. The convective derivative in the latter two equations
is d1=dt ¼ @=@t þ ðvE þ vikb̂Þ � r. As before, the electron dynamics
is adiabatic, and the governing equation is left in the form of (1).

As with the Grad–Shafranov equilibrium, equations simulated in
JOREK must be represented in cylindrical coordinates, with R and Z
being the radial and vertical coordinates in the poloidal plane, and u
being the toroidal coordinate. Normalizations are chosen to leave the
spatial coordinates in meters, and the time, t ! ffiffiffiffiffiffiffiffiffiffi

q0l0
p

t (q0 ¼ 2min0,
with n0 ¼ 6:1� 10�19 m�3 being the centerline density), in units
related to the Alfv�en time. The magnetic field is represented as
B ¼ F0ruþrw�ru, where F0 ¼ RBu, and w is the fixed flux
function, calculated via the Grad–Shafranov equation (28). Important
normalizations are vik ! jBj= ffiffiffiffiffiffiffiffiffiffi

q0l0
p� �

v0ik, vð?Þi ! v0ð?Þi=
ffiffiffiffiffiffiffiffiffiffi
q0l0
p

(for

vð?Þi 2 vE; vpi), ni ! n0 n0i, /! sICF0=
ffiffiffiffiffiffiffiffiffiffi
q0l0
p� �

/0 (where sIC
¼ mi=eF0

ffiffiffiffiffiffiffiffiffiffi
q0l0
p

is known as the diamagnetic parameter), pi
! p0i=l0, X! n0 X0, and Ti ! T 0i=el0n0. With these normalizations

(dropping the 0), and using f�; �g ¼ ð@ � =@RÞð@ � =@ZÞ
�ð@ � =@ZÞð@ � =@RÞ as the Poisson bracket, the system of equations
defined by (1), and (32)–(35) becomes

0 ¼ � sICF0
R2

ni
@/
@u
� sIC

R
ni /;wf g

þsICTe0
F0
R2

@ni
@u
þ sIC

Te0

R
ni;wf g; (36)

@ ni � Xð Þ
@t

¼ �sICR /; ni � Xf g þ sIC
R
ni

pi;Xf g

� F0
R2

vik
@ðni � XÞ

@u
� 1
R
vik ni � X;wf g

þ2sICni
@/
@Z
þ 2sIC

@pi
@Z
� F0
R2

ni
@vik
@u

� 1
R
ni vik;w
	 


þr � D?rnið Þ � lXr2
?X; (37)

@pi
@t
¼ �sICR /; pif g � F0

R2
vik
@pi
@u
� 1
R
vik pi;wf g

þ 2csICpi
@/
@Z
þ 2csICTi

@pi
@Z
� c

F0
R2

pi
@vik
@u

� c
1
R
pi vik;w
	 


þ 2csICpi
@Ti

@Z

þr � K?r?Ti þ b̂KkrkTi

� �
; (38)

Bni
@vik
@t
¼ �BnisICR /; vik

	 

� Bni

F0
R2

vik
@vik
@u

�Bni
R

vik vik;w
	 


� F0
R2

ni
@/
@u
� 1
R
ni /;wf g

� F0
R2

@pi
@u
� 1
R

pi;wf g þ Blkr2vik; (39)

respectively, where

X ¼ s2ICr � niR
2r?/

� �
; (40)

and pi ¼ niTi represents the pressure.
For the duration of our analysis, we use F0 ¼ 3:247 Tm, and

unless otherwise specified, we use the value of sIC ¼ 0:01 T�1. Our dif-
fusivities are maintained at or near D? ¼ K? ¼ lk ¼ 2:5� 10�5 Tm
and Kk ¼ 0:1 Tm.

JOREK uses Fourier decomposition (in the toroidal harmonic, n)
to solve these equations in the toroidal direction. In all of our current
simulations, we omit the evolution of the n¼ 0 harmonic, which
means that the equilibrium is fixed. A large portion of the analysis pre-
sented in this paper is concerned with the behavior of single-n modes.
We will refer to these simulations as linear, although a range ofm har-
monics will still be stimulated, and will indeed interact with each other
(through cubic coupling discussed in Sec. VIIA) when the perturba-
tions reach significant amplitudes.

IV. LINEAR BENCHMARKING

To validate our model, we compare the linear growth rates of our
simulations to the CYCLONE base case.31 We use the high shear equi-
librium, which has a linear shear profile (see Fig. 3), and parameters
which are the closest to that in Ref. 31. The majority of the results in
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that paper were completed in flux-tube geometry, and are linear in
both n and m, whereas our simulations are linear only in n, and allow
a spectrum of m to be excited over the full range of rational surfaces.
Thus, to compare our results, we Fourier decompose each (individu-
ally simulated) toroidal mode, n, into its constituent poloidal harmon-
ics, and report the growth rate of the largest amplitude poloidal
harmonic,m, converted into units of khqi (kh is equivalent to ky in the
local model) to maintain the same axes as in Ref. 31.

The data in Ref. 31 was collected using an s� a equilibrium
model,54 where the magnetic shear, s, and the Shafranov shift, a, are
used to define the equilibrium. Furthermore, to compare with the pre-
viously published results, the authors in Ref. 31 set the Shafranov shift
to zero. For comparison with Ref. 31, we artificially reduced the
Shafranov shift, by utilizing Pf ¼ 1=100, and matched their value of
ŝ ¼ 0:78 at the location of our maximum temperature gradient. The
growth rate and frequency data from our benchmarking simulations
are shown in Fig. 4, along with the data from Ref. 31, and our analyti-
cal results for the linear ITG model (2) and (13)–(15). Although we
artificially reduced the Shafranov shift, we still found discrepancies to
the Ref. 31 data, however, this originates from specific differences with
the s� a equilibrium model, as reported in Ref. 32. In that paper, sim-
ulations performed using an s� a equilibrium with a zero Shafranov
shift, as in Ref. 31, were shown to possess a reduced growth rate in
comparison to those calculated using a Grad–Shafranov MHD, or
circular-concentric equilibrium. Thus, our data agrees quite well with
the circular-concentric results in Ref. 32, which is comparable to our
reduced Shafranov shift (high shear case) results.

V. EIGENMODE STRUCTURE FOR LOW AND HIGH
SHEAR

In varying the magnetic shear, we noticed the development of
two drastically different eigenmode structures. These will be referred
to as the ballooning and localized mode structures. The ballooning

structure [Fig. 5(b)] consists of radially elongated vortices which span
a large number of rational surfaces. In contrast, the localized mode
structure [Fig. 5(a)] consists of a radially narrow band of vortices,
localized near a particular rational surface, and exhibiting a larger
poloidal than radial extent. Multiple bands of the localized mode struc-
ture can occur in the same simulation, near different rational surfaces,
as shown in Fig. 6, and there can additionally be mixed states consist-
ing of both localized and ballooning mode structures, as shown in Fig.
7 [and later in Fig. 22(a), where the ballooning mode has a larger rela-
tive amplitude]. All of these modes rotate clockwise, in the ion dia-
magnetic direction, and in all of the poloidal cross sections, the HFS is
on the left.

The characteristic features of the mode structures described here
are the consequence of global toroidal geometry and realistic toroidal
equilibrium which provides specific coupling of the ITG eigenmodes
localized on the corresponding rational surfaces. The characteristics of
other high-n ballooning modes may vary for different types of modes,
e.g., drift waves, resistive instabilities, and interchange modes.
Although similar phenomena may arise in other models, we consider
only the specific case of ITG eigenmodes here.

The ballooning mode structure is formed when there is strong
coupling between neighboring rational surfaces. This is facilitated by
reducing the distance between rational surfaces, D ¼ 1=nq0 ¼ r=nq̂s.
Thus, at a given radius, increasing the magnetic shear, safety factor,
and toroidal mode number all tend to increase the likelihood of form-
ing a ballooning mode structure. We find that when Pf 
 1=2, corre-
sponding to the medium and high shear cases, which also possess a
higher q-profile, almost all simulations favor the ballooning mode
structure. The only exceptions are at mode numbers n 
 20 which
present mixed states, or localized modes which occur at the lowest
unstable n for each level of magnetic shear. For the low magnetic shear
case (see Fig. 3), mixed states are most common, with purely localized
mode structures occurring for n 
 20. This breakdown of the balloon-
ing structure at low shear has been predicted in previous papers, with
some authors predicting the formation of Fourier modes,55 and others
predicting the formation of so-called infernal modes.56–58 Our local-
ized mode may be an incarnation of the infernal modes since they
favor lower n andm, and appear in bands, however, the theory in Ref.
56 predicts complete (ballooning) stability before the onset of infernal
modes, only at very low n, whereas we see the development of mixed
modes for intermediate n’s. We should also note that the breakdown
of ballooning modes into radially localized mode structures has also
been found when including flow shear.59

The difference in the amplitude of the localized mode from
the HFS to the LFS is not as pronounced, which is characteristic of
the sITG (unstable on both the HFS and LFS). As the shear is
increased, the sITG is stabilized (as discussed at the end of
Sec. II C), allowing more tITG effects to come into play. Although
in the local model, the overall ITG behavior is also stabilized at
higher shear, an additional (global) factor comes into play once the
ballooning mode is formed. Ballooning modes profit from the con-
structive interference of different modes on different rational sur-
faces. On the LFS, the (cos and sin) wave peaks which constitute
the base-level structure of the modes on each rational surface are
aligned; this coupling allows global ballooning modes to retain
instability even when the individual harmonics are stable (a good
description of this effect is available in Ref. 60).

FIG. 4. Growth rate and frequency of ITG modes in JOREK and the local model,
compared to the standard CYCLONE case31 (“Gyrofluid” and “Gyrokinetic” data
points), and the results in Ref. 32 (“Lapillonne” data points). Normalized with
vTi ¼ 4:48� 105 m/s and Ln ¼ 76:6 cm.
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A. Localized mode structure

The localized mode, shown in Fig. 5(a), is the simplest structure
formed in our simulations. Localized modes are symmetric about the
midplane, h¼ 0, and exhibit a larger poloidal than radial extent.

A poloidal Fourier decomposition of the two localized mode
structures in Fig. 6 is shown in Fig. 8. The two peaks between w ¼ 0:3
and 0.35 constitute the inner localized mode, and the two peaks
between w ¼ 0:35 and 0.4 constitute the outer mode. Considering the
data points, it can be seen that the localized mode is formed by two

FIG. 6. Poloidal cross section of / showing two coexisting localized modes (low
shear, n¼ 20). FIG. 7. Poloidal cross section of / showing a mixed state (low shear, n¼ 25).

FIG. 5. Poloidal cross section of potential, /, for the localized (a) and ballooning (b) modes.
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peaks in Fourier amplitude originating from two adjacent rational sur-
faces, but overlapping precisely (in both the radial location and ampli-
tude) between the corresponding rational surfaces. The width of these
Fourier peaks spans only the distance between the two involved ratio-
nal surfaces, and the Fourier amplitude goes nearly to zero on the
rational surfaces. For multiple adjacent localized modes, as in Fig. 6,
the rational surface between localized modes is involved in both neigh-
boring structures, exhibiting a double Fourier peak (m¼ 21 in Fig. 8).
When the real and imaginary components of the Fourier transform
are considered, the two peaks of the middle Fourier harmonic have
opposite polarity, highlighting that the magnitude goes to zero on the
rational surface.

The global profile of the localized mode is shown in the second
plot in Fig. 9, along with vertical lines identifying rational surfaces at
m ¼ 14 : 20 and n¼ 15. The gi profile is also shown in the first plot of
Fig. 9. Here, as well, it is clear that the mode is localized directly
between the rational surfaces, and we find that the localized modes
always form at radii slightly below the peak in gi. This is because the
localized mode favors instability at a lower m, where the spacing
between rational surfaces is larger.

B. Ballooning mode structure

The ballooning mode structure [Fig. 5(b)], presents vortices
which are formed in an up-down asymmetric fashion—the most radi-
ally symmetric vortex is formed above the outboard midplane. This
rotation from the outboard midplane is commonly enumerated by the
ballooning angle, h0. A finite ballooning angle can arise in global simu-
lations due to geometric asymmetry, such as the limiter position, the
existence of poloidal flows, or due to higher order effects of the global
profiles.1–3 Only the later situation is present in these simulations. This
mechanism also appears in higher order ballooning theories,1,7 which
find finite h0 arising due to 2D effects and second or higher order
derivatives of the considered profiles. In flux tube models, h0 can be
added as a parameter, and the maximum growth rate is found for

h0 6¼ 0. In these theories, there is not always a distinction in the maxi-
mum growth rate for either positive or negative h0.

4,5 In our simula-
tions, we ubiquitously found h0 > 0, unless a negative value of sIC was
used, which corresponds to a reversed direction of the diamagnetic
drift.

The mechanism which leads to finite h0 in our simulations is
similar to finite h0 which may arise due to poloidal flows,60 however, it
originates from the diamagnetic drift. Strong pressure gradients lead
to a significant shear in the (poloidal) diamagnetic drift, and the differ-
ence in rotation velocities at different rational surfaces yields a nonuni-
form Doppler shift. This shifts the location where the LFS constructive
interference occurs, and rotates it in a direction opposite to the direc-
tion of the diamagnetic rotation.

Considering different toroidal mode numbers, we find that the
ballooning angle increases with n, as shown in Fig. 10. This increase is
due to the increasing density of rational surfaces leading to enhanced
toroidal coupling. There is also a significant increase in h0 between the
high and medium shear cases, however, this is due to the mode locali-
zation. For reasons which will be discussed later in this section, the
mode structure for the medium shear case appears at larger radii. This
allows it to reside in a region where the gradients are stronger, causing
it to have a larger ballooning angle, varying from h0 ¼ 72� at n¼ 25
to h0 ¼ 103� at n¼ 55, whereas for the high shear case, it varies from
h0 ¼ 56� at n¼ 20 to h0 ¼ 80� at n¼ 45. It may be noticed that there
is a slight concavity at the location of h0 (toward the right of the h0
line) in Fig. 10(a), however this is due to effects at the edge, arising
from weaker coupling. The identified ballooning angle is measured
directly from the magnetic axis to the most radially symmetric vortex,
and includes the appropriate Shafranov shift—using a smaller value of
h0, where the edge effects are smaller, yielding vortices that are tilted
with respect to the true radial direction.

As n is increased, there is also an increase in the prevalence of the
tITG mechanism. This can be seen by the increasing stability on the
HFS. Although in the local model, the sITG is stable to larger poloidal

FIG. 8. Poloidal Fourier decomposition of / for the two localized mode structures
in Fig. 6 (low shear, n¼ 20), along with a red line showing the location of
m ¼ qðwÞn. Data points identify that the two peaks at w ¼ 0:3844 occur where
m¼ 21.48 based on the q-profile.

FIG. 9. Typical global profiles of / along with the g profile for localized (low
shear, n¼ 15), mixed (low shear, n¼ 30), and ballooning modes (high shear,
n¼ 30). The vertical lines indicate rational surfaces at qrs ¼ m=n with the m
values shown.

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 27, 072507 (2020); doi: 10.1063/5.0006765 27, 072507-9

Published under license by AIP Publishing

https://scitation.org/journal/php


mode numbers (and thus larger toroidal mode numbers, since
m ¼ qðwÞn), decreasing the spacing between the rational surfaces
increases the toroidal coupling which brings out more tITG effects
within the ballooning mode.

A poloidal Fourier decomposition of the perturbed potential for
the ballooning mode is shown in Fig. 11. The width of each Fourier
peak spans several rational surfaces, identifying the strong coupling
between modes, yielding the smooth, wide, mode envelope which is

characteristic of ballooning modes. Contrary to expectations, the peaks
in Fourier amplitude for eachm harmonic are shifted to larger radii by
an entire rational surface. In Fig. 11 the m¼ 43 Fourier peak occurs
wherem¼ 44.08 according to the q-profile. This shift from the mode’s
rational surface has been discussed in terms of an imaginary compo-
nent to the ballooning angle,3,7,61–63 however to our knowledge, such
large values of this shift have never been discussed.

To investigate this effect further, we performed a scan of the sIC
parameter from sIC ¼ 0:006 to sIC ¼ 0:021. This was completed for
the high shear case with n¼ 30, which is the same value as in Fig. 5(b),
where sIC ¼ 0:01. Increasing sIC increases the relative strength of the
diamagnetic effects, leading to an increased ballooning angle as shown
by the difference between Figs. 12(a) and 12(b). Increased toroidal
coupling can also be seen by the increasing width of the Fourier peaks
between Figs. 13(a) and 13(b), along with the increasing number of
poloidal harmonics involved. Observing the displayed data points in
these figures, we can see that as the value of sIC is increased, the radial
shift increases from 0.85 rational surfaces in Fig. 13(a), to two whole
rational surfaces in Fig. 13(b)! This is far beyond what is typically
expected, however it can be shown to be a possibility within the frame-
work of higher order ballooning theory, as described in Ref. 7. In Ref.
7, Eq. (104) shows that the imaginary component of the ballooning
angle, g0, which identifies the radial shift of the mode location, can be
written as

g0 ¼ �
1
2

ŝ � 1

ŝ � 1
2

� �
� x

xDi
k2hq

2
i ŝ

2
h0: (41)

This identifies that the shift from the rational surface is directly pro-
portional to the ballooning angle, and is dependent on the magnetic

FIG. 10. Poloidal cross section of / for medium shear at n¼ 30 (a) and n¼ 50 (b) showing an increase in ballooning angle with n.

FIG. 11. Poloidal Fourier decomposition of / for the high shear case in Fig. 5(b)
(n¼ 30), along with a red line showing the location of m ¼ qðwÞn. Note that the
nonintuitive direction of the axes is chosen for visual clarity. Data points identify
that the peak for m¼ 43 at w ¼ 0:3375 occurs where m¼ 44.08, based on the
q-profile.
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shear, which agrees well with our results. It can be seen, however, that
for particular values of ðx=xDiÞk2hq2

i , this equation experiences a sin-
gularity. Although our value of ðx=xDiÞk2hq2

i is typically near this sin-
gularity (resulting in moderately large values of g0=h0, between 0.7
and 1.5), our shift results are far less variable than this function near
its singularity. Even when the ballooning mode arises as part of the
mixed mode [Figs. 7 and 22(a)], where it is somewhat disfigured and
rotates with a significantly reduced x (as will be discussed in Sec.
VC), the shift is still around one rational surface [Figs. 14 and 22(b)]
as is the case for all of our results with sIC ¼ 0:01.

Furthermore, there should be qualitative changes (due to the sign
changes) when ŝ is on either side of 1, or when h0 < 0 (which occurs

for a negative sIC, and also negates both x and xDi) which we do not
observe—our shift is always outwards, toward larger rational surfaces.
In every single simulation which develops a ballooning-type structure,
we witness this shift, and the amplitude of the mode on the corre-
sponding rational surface is usually quite small, typically being less
than 1/3 of the peak amplitude, and often being much less. Since the
ballooning modes only arise when we utilize the factor Pf, there may
be some concern that this shift is associated with this artificial modifi-
cation of the equilibrium. We have concluded that this is not the case,
however, as in studies where we achieved the ballooning structure
through significant modification of the current profile (using Pf ¼ 1),
we witnessed similar values for the radial shift, varying from 0.5 to 1.4

FIG. 12. Poloidal cross section of / for low (a) and high (b) sIC (high shear, n¼ 30).

FIG. 13. Poloidal Fourier decomposition of / for low (a) and high (b) sIC cases in Fig. 12 (high shear, n¼ 30), along with a red line showing the location of m ¼ qðwÞn. Note
that the nonintuitive direction of the axes is chosen for visual clarity. Data points identify that for low sIC, the peak for m¼ 45 occurs at w ¼ 0:3715, where m¼ 45.85 based
on the q-profile, whereas for high sIC, it occurs at w ¼ 0:3941, where m¼ 47.08.
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rational surfaces. Furthermore, the strong dependence of this shift on
parameters such as sIC identify a more fundamental root.

The origin of this shift could be due to the ballooning mode being
composed of localized modes, rather than simple Fourier harmonics.
In the transient phase, as the modes are forming, multiple localized
modes come together to form the ballooning structure. This is
observed both in the evolution of the poloidal cross section and
Fourier decomposition, where the dual peaks for a given m (see, e.g.,
m¼ 21 in Fig. 8) begin to grow at uneven rates. Since the coupling is
stronger at larger radii, due to the increasing shear, the peaks which
are formed at larger radii grow faster, and soon come to dwarf the
peaks at smaller radii (which still grow, just at a significantly slower
rate). As the ballooning mode is formed, the dual peaks also become
coupled together and begin to merge. Evidence for this behavior is visi-
ble in both Fig. 13(b) where there are subtle bumps closer to the ratio-
nal surface which only exist at larger radii/m (where there are less
significant-amplitude poloidal harmonics above them, and thus the
coupling from below is stronger), and Figs. 14 and 22(b), where the
ballooning component of the mixed mode exhibits a smaller secondary
peak, closer to the rational surface. The shift of the harmonics
decreases as we travel to larger radii/m, suggesting the effect weakens
as there are less harmonics above to couple to the larger radii harmon-
ics, however, it is yet unclear why the shift is always greater than 0.5
(the outwards shift of the localized mode). These effects are exempli-
fied in Fig. 15, which corresponds to Fig. 10(b), and shows a valley in
the Fourier amplitude, formed at the rational surfaces. The large peaks
of the typical ballooning structure, at high radii, are shifted by 1.5
rational surfaces outwards, and the smaller peaks, which look like rem-
nants of the localized mode structure’s double peak (e.g., m¼ 21 in
Fig. 8), still remain at lower radii, shifted inwards by only 0.4 rational
surfaces. Thus, we expect that the peaks are pulled to larger radii
because the density of rational surfaces is higher there, and thus

inverting the shear profile should lead the shift of the ballooning mode
to be toward the inside of the rational surfaces. This is likely not the
only effect at play, however, it presents one option as to why our simu-
lations always witness an outward radial shift.

Another difference noticed in the scan of sIC is the variation in
how the ballooning mode mixes with itself on the HFS. This mixing
occurs as a result of the destructive interference which occurs on the
HFS. The destructive interference originates from the difference in
mode numbers on adjacent rational surfaces, which must be recon-
ciled (since all their peaks align on the LFS, there must be destructive
interference on the HFS).60 For low sIC [Fig. 12(a)], the mode structure
is symmetric about the ballooning angle, and the elongated vortices
fragment into a large number of small circular vortices on the HFS.
Looking closely at the Fourier transform [Fig. 13(a)], we see that there
is only a significant radial overlap between m and mþ 1 (only small
portions of the tails ofm andmþ 2 coincide), thus it makes sense that
the global structure would possess a poloidal mode number of 1 (sym-
metric about the ballooning angle). For larger values of sIC, there
begins to be a significant overlap between m and mþ 2 [Fig. 13(b)]
which leads to some poloidal structure with a mode number of 2,
resulting in the asymmetry of about h0, which is shown in Fig. 12(b).
At angles just above h0, the mode behaves like for a small sIC—it
becomes concave toward the ballooning angle, and tilts slightly as we
move to higher h. For angles smaller than the ballooning angle, how-
ever, the inclination of the mode is much more severe, and by the time
we consider h ¼ h0 � 180�, the vortex is nearly aligned with the poloi-
dal direction. When the mode mixes with itself on the HFS, the lower
leg of the mode wraps around the outside of the upper leg. Looking
closely at the difference between Figs. 10(a) and 10(b), we see that this
behavior is also witnessed for higher toroidal mode numbers. Higher n
also experience broadening Fourier peaks which overlap more, along
with the involvement of more poloidal harmonics and larger shifts
from the rational surfaces. Thus, for all results with either a decreased
spacing between rational surfaces, or increased diamagnetic effects, we
see increasing overlap between the Fourier peaks, and an increasing

FIG. 14. Poloidal Fourier decomposition of / for the mixed state in Fig. 7 (low
shear, n¼ 25), along with a red line showing the location of m ¼ qðwÞn. Note that
the nonintuitive direction of the axes is chosen for visual clarity. Data points identify
that the localized mode peaks for m¼ 24 and 25 at w ¼ 0:2615 occur where
m¼ 24.49, based on the q-profile, whereas the m¼ 28 peak of the ballooning
mode structure (still valid, although of a lower relative amplitude) at w ¼ 0:4548
occurs where m¼ 28.72.

FIG. 15. Poloidal Fourier decomposition of / for Fig. 10(b) (medium shear,
n¼ 50), along with a red line showing the location of m ¼ qðwÞn, and a corre-
sponding valley in the Fourier peaks. Note that the nonintuitive direction of the axes
is chosen for visual clarity. The tall peaks at larger radii are shifted outwards by 1.5
rational surfaces, and the small peaks at lower radii (remnants of the second peak
in the localized mode) are shifted inwards by 0.4 rational surfaces.

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 27, 072507 (2020); doi: 10.1063/5.0006765 27, 072507-12

Published under license by AIP Publishing

https://scitation.org/journal/php


number of Fourier peaks involved, leading to a larger ballooning angle
and larger shift off of the rational surface.

Finally, the mode amplitude at low sIC [Fig. 12(a)] remains rela-
tively consistent from the LFS to HFS, which is indicative of the insta-
bility being dominated by the sITG (which is still unstable on the
HFS). As the diamagnetic (and thus toroidal) effects are increased, the
difference between HFS and LFS becomes more distinct [Fig. 12(b)],
thus associating the ballooning angle with tITG effects.

We now move on to the radial structure of the global ballooning
mode and mixed mode, which are shown earlier in Fig. 9, along with
the rational surfaces present, and the gi profile. Of course, since the
radial structure of the ballooning mode is sensitive to the sampling
angle h, we take the radial profile at the ballooning angle, h0 ¼ 60�.

The radial location at which each mode structure is centered is
mainly a function of the most unstable poloidal harmonic, m, for that
mode structure. Thus, for the medium shear case, the ballooning
modes are formed at a notably higher radius since the most unstable
m harmonic for the ballooning mode (at that n) occurs there [observe
the difference between Figs. 5(b) and 10(a)]. This behavior is visible
for the mixed mode in Fig. 9, which is shown here for low shear, and
thus the ballooning structure occurs at quite a large radius. The local-
ized components of the mixed modes are also located between the
rational surfaces, however, there is some interaction between the local-
ized modes which pulls the modes outward slightly, adding evidence
to our observation that the shift of the ballooning harmonics off of the
rational surfaces, comes from the interaction of localized mode har-
monics. Of course, the radial shift of the ballooning mode Fourier har-
monics also appears in the global mode, as well. Thus, for the pure-
ballooning mode in Fig. 9, although the maximum amplitude Fourier
harmonic is m¼ 43 (Fig. 11), the global mode peak appears much
closer to the rational surface qrs ¼ 44=30.

C. Growth rate and frequency of localized
and ballooning modes

A summary of the growth rates at the three considered levels of
magnetic shear is shown in Fig. 16. Here, we see that increasing the
magnetic shear leads to faster growing modes. These higher shear sim-
ulations strongly favor the ballooning structure, as discussed at the
beginning of Sec. V. Although our independent variable is n, we find
the stability to rely mostly on the poloidal harmonic. Thus, if the
growth rate is plotted with respect to m, the left- and right-hand sides
of the growth rate curves overlap, and it is just the peaks that are
higher, with the most unstable m always being around m¼ 43.
Increasing the magnetic shear brings the rational surfaces together and
increases the constructive interference. Increased shear was, however,
attained by decreasing the factor Pf [see Eq. (28) and Fig. 3], which
also reduces the Shafranov shift. This can further destabilize the mode,
since for a reduced Shafranov shift, the mode spends more of its rota-
tion on the LFS, in the unfavorable curvature region.60

As mentioned earlier, for a positive sIC, all of the modes rotate
clockwise in the ion diamagnetic direction. To measure this rotation,
we take a cross section of the potential along the minor radius at the
ballooning angle and study the particular radial location(s) where the
mode amplitude is the maximum (multiple locations for multiple con-
current mode structures). We then Fourier transform the time evolu-
tion of the potential at these points to identify the mode frequency—

since the speed of mode rotation is consistent at all poloidal angles,
this frequency characterizes the mode rotation.

For high shear, essentially all simulations of different toroidal
harmonics form the ballooning mode structure. This structure pos-
sesses a single, consistent, mode frequency, and can be identified by its
largest amplitude poloidal harmonic, m. Conversely, for low shear, a
wide variety of mode structures are formed, each with their own fre-
quency, and dominant poloidal harmonic, m. To show these frequen-
cies together, we plot them against the dominant poloidal harmonic
for each structure, such that for a single n, the multiple structures
formed in a single low shear simulation can be shown. This is done in
Fig. 17, where circular points represent the ballooning structure, and
x’s represent the localized structure. The high shear case is plotted in
magenta, and the dotted line then connects multiple simulations at dif-
ferent n, each which forms a single ballooning structure with a single
dominant poloidal harmonic, m. For low shear simulations, each sim-
ulation is plotted with its own color, and a solid line connects different
structures occurring in a single simulation.

To become familiar with this plot, consider the high shear case,
where magenta circles represent the resultant ballooning modes. As
we traverse from the bottom left, along the dotted line, we begin with
n¼ 15 and progress by 5 to n¼ 45. For the low shear case, we begin
with n¼ 15, also in the bottom left, which forms a single localized
mode, shown with a blue x. To consider simulations at increasing n,
we then traverse between the different sets of colored points.
Individual simulations which form mixed states are connected by the
solid lines, where the structures with lower m occur at smaller radii
and have larger frequencies.

Based on the local model, the mode frequency should increase
significantly with increasing magnetic shear. Although, for a given n,
Fig. 17 shows that the frequency of the high shear case is typically
greater than that of the low shear case, the difference is not that sub-
stantial. Furthermore, focusing on the low shear case, the increase in
frequency for the localized mode structures (x’s) follows a different

FIG. 16. Growth rates of the ITG mode as a function of toroidal harmonic for the
low, medium, and high shear cases. Normalized with vTi ¼ 4:48� 105 m/s and
Ln ¼ 76:6 cm.
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trend than the ballooning modes (circles), appearing in the same simu-
lation. For the mixed states, the (inner) localized modes can rotate
with a vastly larger frequency than their neighboring ballooning mode.
When only the ballooning structure is formed, as is the case for
n¼ 35, the frequency follows the trend of the other ballooning modes.
These factors serve to identify that the mechanism behind the mode
rotation is different for the localized and ballooning modes. For the
(disconnected) localized modes, the frequency is like that for the local
model, namely a consequence of the mode itself. For the ballooning
mode on the other hand, the rotation frequency is governed by the
strong coupling between the constituent Fourier modes. This is what
causes the frequency of the ballooning structures in the mixed mode
to be so much lower than that of the coexisting localized modes, and
leads the purely ballooning mode simulations at high shear to exhibit
a relatively small increase in the mode frequency overall, compared to
the low shear cases.

VI. REYNOLDS STRESS

As mentioned in Sec. I, a key term in the development of shear
and zonal flows is the Reynolds stress, which is typically represented as
��R ¼hv � vi. It is most common to consider the Reynolds stress gener-
ated by the E � B velocity alone, which is what we will use in the
upcoming analysis. The Reynolds stress is a ponderomotive effect (i.e.,
originating from a quadratic combination of a single variable) of flow
velocity, and its flux is what provides the drive of momentum trans-
port in the momentum equation: @v=@t þr � ��R ¼ �rp=qþ � � �. It
is most common to study the n ¼ m ¼ 0 component of the Reynolds
stress, due to its ability to generate zonal flows, however, other compo-
nents of the Reynolds stress may be implicated in the development of
GAMs64 (n¼ 0,m¼ 1), and other finite mode number phenomena.34

In our model, the Reynolds stress appears in the ion continuity
equation (33) or (37) via the generalized vorticity term X. The term
we measure is

S ¼ vE � rX ¼ b̂�r � ðr � ��RÞ; (42)

which contains the E � B drift only, although there are similar terms
involving the diamagnetic drift and parallel velocity as well. The dia-
magnetic drift term could play a significant role, in particular for finite
Larmor radius effects and poloidal flow generation, however, a full
investigation which includes this term has been left for future studies.
The parallel velocity term has a different nature, and it can be consid-
ered in the problem of toroidal flow generation which is not consid-
ered here, thus we ignore it in the present investigation. The E� B
term, which we do investigate, is expected to provide a source for the
generation of poloidal flows, as well, since the mean flow in our model,
found by taking the time average of the continuity equation (33), is

� @hXi
@t
þ hðvE þ vpi þ vikb̂Þ � rð~ni � XÞi ¼ 0; (43)

as the linear terms do not contribute to the mean flux, and the per-
turbed density acting on the divergence of the velocities is small.

It is worth noting that there are both quadratic and cubic terms
which arise in (42)

S ¼ vE � rX

¼ sICRf~/; ~Xg
¼ sICRf~/;r � ðni0r?~/Þg þ sICRf~/;r � ð~nir?~/Þg
¼ Sð2Þ þ Sð3Þ; (44)

however, we neglect the cubic component in our measurements of S,
although terms of this type will play a role in Sec. VIIA. There are no
linear terms in S since there is no equilibrium potential, and thus no
equilibrium vorticity as well. We restrict our calculation of S to the
n¼ 0 term, since the multiplication of ~/n by itself can only result in
harmonics with toroidal mode number 0 or 2n. Our investigations of
this term focus specifically on single-n simulations, thus the harmonic
with mode number 2n is not simulated. Although the n¼ 0 term is
measured, and will be discussed in the upcoming analysis, it does not
act during these simulations since coupling with the equilibrium is
neglected, as mentioned at the end of Sec. III B. We also note that at
this time a number of factors relating to the generation of zonal flows
have been neglected, particularly the role of heat flux effects related to
the ion Landau damping and nonadiabatic electrons.65 All of these
effects will be considered in future investigations.

Several mechanisms of Reynolds stress and flow generation exist.
In general, the sources of flow (and any finite Reynolds stress) can be
viewed as a result of some symmetry breaking, leading the flow to
favor one direction over the other. In the simplest case, a modulational
instability of drift wave turbulence results from the presence of a large
scale seed mode, which breaks the symmetry and causes the genera-
tion of large scale shear flows.33,66 Consequently, the resulting
Reynolds stress is proportional to the derivatives of the seed flow and
the amplitude of the small scale turbulence intensity. This leads the
modulational instability to have the character of a negative diffusion
instability. In other mechanisms, the symmetry breaking may occur
due to asymmetry of the eigenmode structure (i.e., ballooning angle),

FIG. 17. Mode frequencies for both low and high shear cases. Each n of the high
shear case yields a ballooning mode, with a single dominant m and frequency
(magenta). For low shear, most simulations form mixed states composed of multiple
structures, where each structure has its own dominant m and frequency. In this
case, each simulation has its own color, and the structures within it (points) are con-
nected by a solid line. Localized structures are x’s and ballooning structures are
circles.
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e.g., due to the turbulence intensity gradient.67 These mechanisms do
not depend on the amplitude of the large scale flow (nor on its deriva-
tives) and they are usually referred to as residual stresses (because they
provide a source of momentum, even when the flow is zero). The sym-
metry of the eigenmode structure can also be broken by a number of
geometrical effects such as up-down asymmetry of the divertor config-
urations68,69 or magnetic shear profile effects,2 as occurs here. In the
coming analysis, we show that without any seed mode, and in a geo-
metrically symmetric equilibrium, the developed Reynolds stress is
found to possess not only the symmetric m¼ 0 term, but also asym-
metric terms with finitem.

We begin with the consideration of Reynolds stress for a single
localized mode, occurring in the low shear case. Figure 18(a) corre-
sponds with the potential cross section shown in Fig. 5(a), and shows
the development of finite Reynolds stress, due to the nonzero value of
S. Although S grows in time, its structure is stationary throughout the
linear growth phase. The overall structure is poloidally asymmetric
with a local minima located on the poloidal midplane, which could be
considered to align with the ballooning angle of h0 ¼ 0 (as is the case
for the localized mode). This structure exhibits a middle region of one
polarity, surrounded by regions of the opposite polarity which is indic-
ative of this term being able to generate significant shear flows.

Considering the corresponding poloidal Fourier transform of S
in Fig. 19(a), we find significant values of S for mode numbers m 
 3.
The significant amplitude of the poloidally symmetric, m¼ 0, compo-
nent could lead to the generation of zonal flows, if coupling with the
n¼ 0 harmonic was included. This observation demonstrates a novel
effect of global tokamak geometry in the development of poloidal
flows, however, one has to note that the actual value of rotation or
flow would be affected by coupling and self-regulation due to the
n¼ 0 mode which was not included in these simulations. We also see

the development of significantm¼ 1, and m¼ 2 components, the for-
mer of which could be implicated in GAMs, and in the development
of them¼ 1 flows seen recently in experiments.34

For the ballooning mode structure, shown in Fig. 18(b) and cor-
responding with Fig. 5(b), there is a similar structure to what is shown
in Fig. 18(a), however, this structure is obscured by a significant
amount of short-radial-wavelength Reynolds stress, appearing domi-
nantly on the HFS. This short-radial-wavelength Reynolds stress arises
due to the fragmentation of the potential structure into a large number
of small circular vortices, as we described for the low sIC case in Fig.
12(a). Indeed, the Reynolds stress corresponding to Fig. 12(b), shown
in Fig. 20, appears without this short-radial-wavelength Reynolds
stress, and clearly identifies a similar structure to that in Fig. 18(a),
which will be identified as the banded structure. For the ballooning
mode, the banded structure is significantly wider than for the localized
mode, due to the larger radial extent of the ballooning mode, however,
it still experiences a local minima which is aligned precisely with
the ballooning angle. As the diamagnetic effects are increased, the
banded structure loses its symmetry about the ballooning angle, and
comes to possess only a single region of significant amplitude, as
shown in Fig. 20. This suggests that the net shear flow would strongly
favor a single poloidal direction.

Considering the poloidal Fourier transforms of S for the balloon-
ing structure, Fig. 19(b) corresponding with Fig. 18(b), and Fig. 21 cor-
responding with Fig. 20, we see that the short-radial-wavelength
Reynolds stress possesses a poloidal mode number of m¼ 4 and
m¼ 5, as may be expected since its presence is dominant in the upper
and lower HFS quadrants. The decomposition in Fig. 21 shares some
similarities with Fig. 19(a), except that them¼ 0 component experien-
ces three peaks, rather than four, in the area above w  0:37 overlap-
ping with the other harmonics. As expected, considering the real and

FIG. 18. Poloidal cross section of S ¼ b̂�r � ðr � ��RÞ corresponding with the localized mode (a) and ballooning mode (b) in Fig. 5.
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imaginary components of this Fourier decomposition shows these
three peaks to possess opposite polarity, and thus we can expect the
development of significant flow shear in the regions between these
peaks, when coupling to the n¼ 0 mode is included. Figure 21 also
shows the presence of two new peaks in harmonics m¼ 0 and m¼ 1
located at smaller radii. These portions are, of course, also relevant for
zonal flows, GAMs, and them¼ 1 flows witnessed in Ref. 34.

VII. NONLINEAR SATURATION IN SINGLE-n AND MULTI
n>0 SIMULATIONS

As we have mentioned, the simulations discussed in this paper
do not include coupling of the ITG modes to the equilibrium (n¼ 0)

state. Nevertheless, the interaction between finite-n ITG modes can
still lead to nonlinear saturation via coupling to stable modes.
Furthermore, it is of interest to observe the effects of global geometry
and magnetic shear on the ITG modes themselves, before studying the
much more complicated problem of how these modes interact-with
and are affected-by an evolving equilibrium. Aside from saturation,
the current investigations focus on the structure and the distribution
of energy over the constituent toroidal harmonics, along with studying
the nature of the turbulence generated. Simulations including coupling
to n¼ 0 will be completed in future investigations, which will search
for the generation of n¼ 0 zonal flows (which can be generated by our
aforementioned Reynolds stress) and transport barrier formation. We
also reserve more detailed nonlinear benchmarking with other codes
such as BOUTþþ for future investigations.

A. Single-n saturation due to non-Boussinesq
Reynolds stress

Before we move on to results which include the interaction of
multiple n> 0, it is interesting to note that saturation was actually
obtained in the low magnetic shear cases using only a single toroidal

FIG. 19. Poloidal Fourier decomposition of S ¼ b̂�r � ðr � ��RÞ corresponding with the localized mode (a) and ballooning mode (b) in Fig. 18.

FIG. 20. Poloidal cross section of S ¼ b̂�r � ðr � ��RÞ for sIC ¼ 0:021 showing
the disappearance of the high radial wave vector S corresponding with the reduced
mode fragmentation in Fig. 12(b). FIG. 21. Poloidal Fourier decomposition of S ¼ b̂�r � ðr � ��RÞ for sIC ¼ 0:021.
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harmonic, n. This involves nonlinear coupling to stable poloidal, m,
harmonics. The low-shear case is that which typically favors the local-
ized mode, and although saturation was witnessed for all studied n’s,
saturation occurs the easiest (i.e., with no reduction in the simulation
time step) in low n simulations. Since nonlinear energy transfer with
the n¼ 0 mode has been precluded, this dissipation must occur
through cubic coupling, which is only present in the density equation
(33), and involves terms such as Sð3Þ identified in (44). It must be
highlighted that these terms exist specifically because we do not use
the Boussinesq approximation when calculating the flux from the iner-
tial drift. The coupling to stable m’s occurs through relations like
@~nn

m�l=@t � ~/
n
m�lþ1~n

�n
m�1

~/
n
�m, where poloidal mode m – l is the first

stable mode below mode m. In this equation, the variable ~n is under-
stood to represent ~ni, and the subscript (superscript) designates the
poloidal (toroidal) harmonic. As saturation is approached, we witness
the development of localized modes at lower radii, and intensified bal-
looning modes at larger radii, as shown in Fig. 22(a), which is the late-
time evolution of Fig. 7. This behavior can also be seen in Fig. 22(b),
which can be compared to the pre-saturated state in Fig. 14, and shows
the development of an additional localized mode along with a broader
and more intense ballooning structure. These saturated states are not
turbulent since every radial location favors a particular poloidal har-
monic, based on the q-profile.

It is most likely that the stabilizing effect comes from the develop-
ment of the localized modes at smaller radii, which can remain stable
and absorb the energy of the neighboring modes.70,71 On the other
hand, the increased radial extent of the ballooning portion merely
absorbs additional harmonics into its structure, thereby destabilizing
them through the constructive interference effect. For the higher shear
cases, there is not enough room (between the neighboring rational

surfaces) to form the localized modes at smaller radii, and thus for the
medium and high shear cases, we do not witness saturation in single n
simulations.

B. Multiple n>0 turbulent saturation

The low, medium, and high shear cases all attained saturation in
nonlinear simulation of multiple n’s. A trace of the energy levels for
each of the constituent toroidal harmonics for the low and high shear
cases can be seen in Figs. 23(a) and 23(b), respectively. In these simula-
tions, we included toroidal harmonics n ¼ 10; 20; 30; …; 100. The
energy levels of the saturated states are markedly different, with the
high shear case retaining a strict hierarchy of energies for each n,
whereas for the low shear case, the energies of individual n’s vary sig-
nificantly, and frequently cross each other. It may be expected that this
is a result of the increased q-profile for the high shear case, which has
a value of approximately q¼ 1.6, at the center of the turbulence, in
comparison to q¼ 1.1 for the low shear case. Thus, the change in m
between each value of n varies more significantly (making it more dif-
ficult for m’s to couple), and the maximum m is larger for the high
shear case (yielding more stable m’s above the stable ones).
Nevertheless, if we change the simulated poloidal harmonics to
n ¼ 7; 14; 21;…70, thereby counteracting both of these effects, the
energy levels of the high shear case still remain relatively distinct,
although they are slightly pushed together. For both sets of simulated
toroidal harmonics, the total energy of the high shear case is slightly
larger than that of the low shear case. Finally, for comparison,
the energy level for the single n saturation cases observed for low shear
are slightly higher than the multiple n simulations, being centered
around 1� 10�3, compared to around 5� 10�4, as shown in Fig.

FIG. 22. Saturation of a single-n mode via coupling to stable m’s. These show the poloidal cross section (a) and poloidal Fourier decomposition (b) of /, and are the late-time
evolution of Figs. 7 and 14, respectively.
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23(a). This identifies that energy coupling to stable modes occurs
more easily for multiple n.

Poloidal cross sections of the temperature perturbations in the
saturated state for the low and high shear cases are shown in Figs.
24(a) and 24(b). As the turbulent state is reached, the up-down asym-
metry of the ballooning angle disappears, and the poloidal rotation
ceases. For both cases of shear, the turbulence is much more active on
the LFS, and exhibits a multi-stage burst behavior. High temperature
vortices begin in an inner region, escape to a middle region (where
they pause briefly to develop), then burst out to larger radii. The high
shear case forms wider and more elongated structures, which tend to
occur with a more consistent poloidal spacing. On the other hand,

turbulence in the low shear case tends to be limited to a smaller radial
extent, and formmore circular vortices.

VIII. SUMMARY

This paper studies a fluid model of ion temperature gradient
modes, and focuses on global simulations in realistic tokamak geome-
try. We have demonstrated the excitation of ITG modes in global
geometry, with realistic equilibrium conditions, resulting in the forma-
tion of two characteristic mode structures arising from the differing
density of rational surfaces. The localized mode structure is yet to be
well documented, and the commonly considered ballooning mode
structure was shown to exhibit nontrivial poloidal rotation due to

FIG. 23. Comparison of energy growth and saturation for low (a) and high (b) shear cases.

FIG. 24. Poloidal cross section of perturbed temperature comparing the saturated states for low (a) and high (b) shear cases.
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inhomogeneous plasma parameters in the gradient zone, along with
an unexpected magnitude of radial shift from the rational surfaces. We
have further shown the development of Reynolds stress structures
which include multi-harmonic components, n¼ 0,m ¼ 0; 1; 2… as a
result of global parameter profiles and the global toroidal approach.
Preliminary nonlinear results have shown characteristic differences in
mode-energy depending on the magnetic shear.

Our model is composed of toroidal and slab components, and
the analytic behavior of our local model was shown to exhibit some
competition between the two components,49 since the instability of the
full model was lower than that of each component on its own (Fig. 2).

Following investigations of the local model, this model was then
adapted into a global form for simulations using JOREK. We began
with successful benchmarking to the linear growth rate data in Refs.
31 and 32, and then showed the existence of two distinct eigenmode
structures. The appearance of these structures depends on the spacing
between rational surfaces, D ¼ r=nq̂s, which can be varied through
the magnetic shear, toroidal mode number, and q-profile.

Localized mode structures are formed directly between two adja-
cent rational surfaces, when the spacing between the surfaces is sparse
(low shear, etc.). They are generated by the precise overlap of two
poloidal Fourier harmonics, originating from the two neighboring
rational surfaces. The Fourier amplitude of each poloidal harmonic
goes to zero on the rational surfaces since the amplitude peaks on
either side of the rational surface (arising when there are two adjacent
localized modes) have opposite polarity. In the poloidal plane, the
localized mode retains its symmetry about the midplane, and exhibits
significant amplitude on the HFS identifying the importance of the
sITG mechanism, which is still unstable on the HFS.

Ballooning mode structures are formed by strong coupling
between many densely packed rational surfaces (high shear, etc.). Even
though our equilibrium is poloidally symmetric, this mode develops an
up-down asymmetry, enumerated by a finite ballooning angle, h0, which
causes themost radially symmetric vortex to be rotated to above the out-
board midplane (opposite the direction of the diamagnetic drift). This
asymmetry has been predicted within generalized 2D ballooning the-
ory.1,3,7,8,20,21 The poloidal Fourier decomposition possesses a large
number of overlapping peaks, forming the broad envelope characteristic
of ballooning modes. Contrary to expectation, each peak in Fourier
amplitude is formed at radii well above the corresponding rational sur-
face. On average, each Fourier peak is shifted to larger radii by the dis-
tance of an entire rational surface. This shift has been discussed in terms
of an imaginary component to the ballooning angle,7,61–63 however to
our knowledge, such large values have never been considered.

For the ballooning structure, increasing the density of rational
surfaces increases the prevalence of the tITG mechanism, as witnessed
by the stabilization on the HFS. Along with increasing the diamagnetic
effects, this provokes the involvement of more poloidal Fourier har-
monics which experience more overlap and more shift. This leads to
enhanced coupling, and a subsequently larger ballooning angle, and
larger radial shift.

Contrary to the local model, increasing the magnetic shear was
found to lead to larger growth rates. This is a global effect brought on
by the constructive interference present in ballooning modes. For
higher shear, there is more coupling between rational surfaces, and the
modes are destabilized. Furthermore, since higher shear results from a
stronger effect of plasma current in the equilibrium calculations, these

simulations also exhibited a decreased Shafranov shift. This allows the
mode to spend more time in the unfavorable curvature region, thus
further destabilizing the mode.

Although increasing the shear leads to an increased mode fre-
quency in the local model, the resulting change in the global mode fre-
quency was not as large. Furthermore, the frequency for the localized
and ballooning modes was found to follow different trends. This
shows that the frequency of the localized modes is more related to that
of the local model, whereas the frequency of the ballooning modes is
governed by the strong coupling between Fourier harmonics.

We found the generation of significant n¼ 0 Reynolds stress for
all simulations. This stress possessed a substantial m¼ 0 component,
which can be related to the generation of zonal flows, along with sig-
nificant m¼ 1 and 2 
 m 
 5 components, the former of which can
be implicated in GAMs and the formation of poloidal convective cells,
which were recently found in experiments.34 For m 
 3, the Reynolds
stress possessed a radially banded structure with a middle region of
one polarity, surrounded by regions of opposite polarity. This can lead
to the development of significant shear flows when coupling to the
equilibrium is included in future simulations.

Nonlinear saturation was found to occur due to several mecha-
nisms. Interestingly, for simulations of a single toroidal harmonic, the
low shear cases were all found to saturate via cubic coupling arising
from a non-Boussinesq form of the vorticity, which coupled unstable
m harmonics to stable ones. In simulations of multiple n> 0, all cases
were found to reach turbulent saturation via more typical quadratic
coupling of unstable n harmonics to stable ones. Under high shear, the
energy levels of the constituent n harmonics all remained at distinct
levels, whereas for low shear, the energy levels of each constituent n
frequently crossed each other.

Overall, our results demonstrate the importance of global effects
on micro-instabilities, in particular, on the mode saturation and
Reynolds stress generation. Nonlinear simulations of ITGs within
global codes such as JOREK open up the pathway for studies of interac-
tions of small scale turbulence with large scale MHD type phenomena
such as self-generated and neoclassical shear flows, ELMs, the influence
of Resonant Magnetic Perturbations (RMPs), and magnetic separatrix
geometry on small scale instabilities.
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